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The TCP/IP Protocol Suite

HTTP SMTP DNS

NS N

TCP DP

\/

1P

Network Network Network
Interface 1 Interface 2 Interface 3

The hourglass shape of the TCP/IP protocol suite underscores the features that make
TCP/IP so powerful. The operation of the single I P protocol over various networks
provides independence from the underlying network technologies. The
communication services of TCP and UDP provide a network-independent platform
on which applications can be developed. By allowing multiple network technologies
to coexist, the Internet is able to provide ubiquitous connectivity and to achieve
enormous economies of scale.
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PREFACE

OBJECTIVE

Communication networks have entered an era of fundamental change where
market and regulatory forces have finally caught up with the relentless advance
of technology, as evidenced by the following:

e The explosive growth of multimedia personal computing and the World Wide
Web, demonstrating the value of network-based services.

o The deregulation of the telecommunications industry opening the door to new
access network technologies (digital cellular systems, cable modems, high-speed
DSL modems, direct broadcast satellite systems, satellite constellation net-
works, broadband wireless cable) that will cause telecommunications infra-
structure to migrate towards a flexible packet-based backbone network
technology.

o The explosion in available bandwidth due to optical transmission technology
and the entry of new national and global backbone service providers.

e The emergence of the Internet suite of protocols as the primary means for
providing ubiquitous connectivity across the emerging network of networks.

o The predominance of data traffic over voice traffic dictating that future net-
works will be designed for data, and that telephone voice service must even-
tually operate—possibly solely—over the Internet.

Thus, the main architectural elements of the network of networks that will
emerge in the next ten years are becoming more evident. The purpose of this
book is to introduce electrical engineering, computer engineering, and computer
science students to fundamental network architecture concepts and to their
application in these emerging networks.

TARGET COURSES

The book is designed for introductory one-semester or one-year courses in com-
munication networks in the upper-level undergraduate and first-year graduate
programs. The second half of the book can be used in more advanced courses
that deal with the details of current network architectures. The book can also be
used by engineering and computer professionals seeking an introduction to net-
working.

As prerequisites the book assumes a general knowledge of computer systems
and programming, and elementary calculus. In certain parts of the text, knowl-
edge of elementary probability is useful but not essential.

vii
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Viii Preface
APPROACH AND CONTENT

Networks are extremely complex systems consisting of many components whose
operation depends on many processes. To understand networks it is essential
that students be exposed to the big picture of networks that allows them to see
how the various parts of the network fit into one whole. We have designed the
book so that students are presented with this big picture at the beginning of the
book. The students then have a context in which to place the various topics as
they progress through the book.

The book attempts to provide a balanced view of all important elements of
networking. This is a very big challenge in the typical one-semester introductory
course which has very limited time available. We have organized the book so that
all the relevant topics can be covered at some minimum essential level of detail.
Additional material is provided that allows the instructor to cover certain topics
in greater depth.

The book is organized into four sections: the first section provides the big
picture; the second section develops fundamental concepts; the third section
deals with advanced topics and detailed network architectures; and in the fourth
section two appendices provide important supporting material.

Big Picture First: Networks, Services, and Layered Architectures

This section begins in Chapter 1 with a discussion of network-based applications
that the student is familiar with (World Wide Web, e-mail, telephone call, and
home video entertainment). These examples are used to emphasize that modern
networks must be designed to support a wide range of applications. We then
discuss the evolution of telegraph, telephone, and computer networks, up to the
present Internet. This historical discussion is used to identify the essential func-
tions that are common to all networks. We show how there is usually more than
one way to carry out a function, for example, connectionless versus circuit-
switched transfer of information, and that the specific structure of a network
is determined by a combination of technological, market, and regulatory factors
at a given point in time.

The view of the network as a provider of services to applications is developed
in Chapter 2. We consider the e-mail and Web browsing applications, and we
explain the application layer protocols that support these, namely HTTP, SMTP,
and DNS. We also explain how these protocols in turn make use of the com-
munication services provided by TCP and UDP. Together these examples moti-
vate the notion of layering, leading naturally to a discussion of the OSI reference
model. A detailed example is used to show how Ethernet, PPP, IP, TCP, and
UDP work together to support the application layer protocols. The key notions
of addressing and encapsulation are developed in this example. Chapter 2 con-
cludes with two optional sections: an introduction to sockets and an introduction
to additional application layer protocols and to several TCP/IP utilities. We
believe that the student will be familiar with some of the application layer topics,
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and so Chapter 2 can serve as a bridge to the less visible topics relating to the
internal operation of a network. Sockets and TCP/IP utilities provide the basis
for very useful and practical exercises and experiments that provide students with
some “hands on” networking experience.

Fundamental Network Architecture Concepts

The second section develops the fundamental concepts of network architecture,
proceeding from the physical layer to the network layer. We complement the
discussion of fundamental concepts with sections that explore trends in network
architecture.

Chapter 3 deals with digital transmission including error detetection. We
identify the bit rate requirements that applications impose on the network,
and then we examine the transmission capabilities of existing and emerging net-
works. We introduce the relationship between bandwidth, bit rate, and signal-to-
noise ratio, and then develop the basic digital transmission techniques, using
modem standards as examples. The properties of various media (copper wires,
coaxial cable, radio, optical fiber) and their possible role in emerging access
networks are then discussed. This chapter contains more material than can be
covered in the introductory course, so it is written to allow the instructor to pick
and choose what sections to cover.

Chapter 4 discusses digital transmission systems and the telephone network.
The first few sections deal with properties of current and emerging optical net-
works. The digital multiplexing hierarchy and the SONET standard are intro-
duced. We develop the fault recovery features of SONET rings and we emphasize
the capability of SONET optical networks to create arbitrary logical topologies
under software control. We then introduce wavelength division multiplexing and
explain how WDM optical networks share the flexible network configuration
features of SONET. The design of circuit switches for traditional telephone
networks and for future optical networks is discussed next. The latter sections
deal with telephone networks, with a focus on the signaling system that enables
telephone service and associated enhanced services, e.g., caller ID, 800-call. We
consider the telephone network and the layered architecture of its signaling
system. We discuss the frequency reuse concept and its application in telephone
and satellite cellular networks.

Chapter 5 is the usual place to discuss data link controls. Instead of dealing
immediately with this topic, we first introduce the notions of peer-to-peer pro-
tocols and service models. ARQ protocols that provide reliable transfer service
are developed in detail as specific examples of peer-to-peer protocols. The
detailed discussion gives the student an appreciation of what is involved in
implementing a protocol. The end-to-end and hop-by-hop approaches to deploy-
ing peer-to-peer protocols are compared, and additional examples of peer-to-
peer protocols are introduced for flow control and for timing recovery. We also
preview the reliable stream service provided by TCP. The details of HDLC and
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PPP data link standards are then presented. Finally we discuss the sharing of a
data link by multiple packet flows and introduce the notion of multiplexing gain.

Chapter 6 deals with the transfer information across shared media, using
LANSs and wireless networks as specific examples. We begin with an introduction
to broadcast networks and to approaches to sharing a medium. We explain the
function of LANs and their placement in the OSI reference model. We consider
random access as well as scheduling approaches to transferring packets across a
shared medium. We examine the impact of delay-bandwidth product on perfor-
mance, and we show why this dictates the evolution of Ethernet from a shared
medium access technique to a switched technique. In addition to token ring and
FDDI LANSs, we also present a full discussion of the IEEE 802.11 wireless LAN
standard. We also discuss FDMA, TDMA, and CDMA channelization
approaches to sharing media and we show their application in various existing
cellular radio networks. We have taken great care to make the difficult topic of
CDMA accessible to the student.

Chapter 7 deals with packet switching networks. To provide a context for the
chapter we begin by presenting an end-to-end view of packet transfer across the
Internet. We then develop the notions of datagram and virtual-circuit packet
switching, using IP and ATM as examples. We introduce basic design
approaches to packet switches and routers. Shortest-path algorithms and the
link state and distance vector approaches to selecting routes in a network are
presented next. ATM and the concept of label switching are introduced, and the
relationship between Quality-of-Service and traffic shaping, scheduling and call
admission control is developed. The chapter includes a discussion of TCP and
ATM congestion control.

Key Architectures and Advanced Topics

The third section shows how the fundamental networking concepts are embodied
in two key network architectures, ATM and TCP/IP. The section also deals with
the interworking of ATM and TCP/IP, as well as with enhancements to TCP/IP
to provide secure and more responsive communications.

Chapter 8 presents a detailed discussion of TCP/IP protocols. We examine
the structure of the IP layer and the details of IP addressing, routing, and
fragmentation and reassembly. We discuss the motivation and present the fea-
tures of IPv6. We introduce UDP, and examine in detail how TCP provides
reliable stream service and flow control end-to-end across a connectionless
packet network. RIP, OSPF, and BGP are introduced as protocols for synthesiz-
ing routing tables in the Internet. Multicast routing is also introduced.

Chapter 9 deals with the architecture of ATM networks. The ATM layer is
explained, and Quality-of-Service and the ATM network service categories are
presented. The various types of ATM adaptation layer protocols are discussed
next. ATM signaling and PNNI routing are introduced.

Chapter 10 deals with the interworking of IP and ATM and with proposed
enhancements to IP. We consider the various approaches for operating IP over
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ATM networks. We then introduce Multiprotocol Label Switching which is the
most promising example for operating IP over ATM and other link layer pro-
tocols. Finally we introduce RSVP, Integrated Services IP, and Differentiated
Services IP which together provide mechanisms for providing Quality-of-Service
over IP.

Chapter 11 provides an introduction to network security protocols. The
various categories of threats that can arise in a network are used to identify
various types of security requirements. Secret key and public key cryptography
are introduced and their application to providing security is discussed. We
develop protocols that provide security across insecure networks and we intro-
duce protocols for establishing security associations and for managing keys.
These general protocols are then related to the IP security protocols and to
transport layer security protocols.

Chapter 12 deals with multimedia information and networking. We begin
with an introduction to the properties of image, audio, and video signals. We
discuss the various compression schemes that are applied to obtain efficient
digital representations, and we describe the relevant compression standards.
We then introduce the RTP protocol for transmitting real-time information
across the Internet. Finally, we close the loop in the discussion of “plain old
telephone service” by reviewing the various signaling protocols that are being
developed to support multimedia communications in general, and IP telephony
in particular, over the Internet.

The book ends with an Epilogue that discusses trends in network architec-
ture and identifies several areas that are likely to influence the development of
future networks.

Appendices

Appendix A deals with network performance models. Network performance is
an integral part of network design and operation. In the text we use quantitative
examples to illustrate the tradeoffs involved in various situations. We believe that
an intuition for performance issues can be developed without delving into the
underlying mathematics. Delay and loss performance results are introduced in
the sections that deal with multiplexing, trunking, and medium access control. In
these sections, the dynamics of the given problem are described and the key
performance results are presented. The purpose of Appendix A is to develop
the analysis of the performance models that are cited in the text. These analyses
may be incorporated into more advanced courses on communication networks.

Appendix B provides an introduction to network management. The basic
functions and structure of a network management system are introduced as well
as the Simple Network Management Protocol (SNMP). We present the rules for
describing management information, as well as the collection of objects, called
Management Information Base, that are managed by SNMP. We also introduce
remote monitoring (RMON) which offers extensive network diagnostic, plan-
ning, and performance information.
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HOW TO USE THIS BOOK

The book was designed to support a variety of introductory courses on computer
and communication networks. By appropriate choice of sections, the instructor
can make adjustments to provide a desired focus or to account for the back-
ground of the students. Chapter 1 to Chapter 8 contain the core material (and
more) that is covered in the typical introductory course on computer networks.
For example, at the University of Toronto a 40 lecture-hour introductory under-
graduate course in computer networks covers the following: Chapter 1 (all);
Chapter 2 (all) including a series of lab exercises using sockets; Chapter 3 (sec-
tions 3.1, 3.2, 3.5, 3.6, 3.8.1 to 3.8.5); Chapter 4 (sections 4.1 to 4.3); Chapter 5
(all); Chapter 6 (sections 6.1 to 6.4, 6.6.1, 6.6.2); Chapter 7 (all); and Chapter 8
(sections 8.1 to 8.5). For courses that spend more time on the material in Chapter
8 or later, the material from Chapters 3 and 4 can be dropped altogether. The
book contains enough material for a two-semester course sequence that provides
an introductory course on computer networks followed by a course on emerging
network protocols.

PEDAGOGICAL ELEMENTS

The book contains the following pedagogical elements:

o Numerous Figures. Network diagrams, time diagrams, performance graphs,
state transition diagrams are essential to effectively convey concepts in net-
working. The 574 figures in the book are based on a set of Microsoft
PowerPoint™ course presentations that depend heavily on visual representa-
tion of concepts. A set of these presentation charts is available to instructors.

o Numerous Examples. The discussion of fundamental concepts is accompanied
with examples illustrating the use of the concept in practice. Numerical exam-
ples are included in the text wherever possible.

o Text Boxes. Commentaries in text boxes are used to discuss network trends
and interesting developments, to speculate about future developments, and to
motivate new topics.

e Problems. The authors firmly believe that learning must involve problem sol-
ving. The book contains 589 problems. Each chapter includes problems with a
range of difficulties from simple application of concepts to exploring, develop-
ing or elaborating various concepts and issues. Quantitative problems range
from simple calculations to brief case studies exploring various aspects of
certain algorithms, techniques, or networks. Simple programming exercises
involving sockets and TCP/IP utilities are included where appropriate.

e An Instructor’s Solutions Manual is available from McGraw-Hill.

o Chapter Introductions. Each chapter includes an introduction previewing the
material covered in the chapter and in the context of the “big picture”.
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o Chapter Summaries and Checklist of Important Terms. Each chapter includes a
summary that reiterates the most important concepts. A checklist of important
terms will aid the student in reviewing the material.

o References. Each chapter includes a list of references. Given the introductory
nature of the text, references concentrate on pointing to more advanced mate-
rials. Reference to appropriate Internet Engineering Taskforce (IETF) RFCs
and research papers is made where appropriate, especially with more recent
topics.

o A web site. The following Web site contains links to the on-line version of the
solutions manual, the Powerpoint slides®, author information, and other
related information: www.mhhe.com/leon-garcia.
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CHAPTER 1

Communication Networks and Services

The operation of modern communication networks is a very complex process
that involves the interaction of many systems. In the study of networks, it is easy
to get lost in the intricacy of the details of the various component systems and to
lose track of their role in the overall network. The purpose of this and the next
chapter is to present students with the “big picture” so that they can place the
various components in the context of the overall network.

We begin with a discussion of how the design of networks has traditionally
been driven by the services they provide. Some of these services, such as mail, are
so basic that they outlive the underlying technology and even the underlying
network design. We present several examples of services that are revisited in
the course of the book, namely, electronic mail (e-mail), Web browsing, and
telephony.

We next consider the problem of designing networks to provide these ser-
vices. First we present a general discussion on the structure of networks, and we
introduce essential functions that all networks must provide. We then present
three design approaches to providing these functions: message switching, circuit
switching, and packet switching. Each design approach is presented in the con-
text of a sample network, namely, the telegraph network, telephone network, and
Internet, respectively. This discussion serves two purposes: to show how the
essential functions are incorporated into the design of each network and to
provide a historical perspective of networks. We also discuss how the architec-
tures (overall design) of the networks have changed with changes in technology
and the prevailing regulatory and business environment.

The context provided by this and the next chapter is intended to prepare
students to deal with not only existing networks but also future network tech-
nologies and architectures. Finally, at the end of the chapter we give an overview
of the book that relates the remaining chapters to the context introduced here.

1
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2 cHAPTER 1 Communication Networks and Services

1.1 NETWORKS AND SERVICES

A communication network, in its simplest form, is a set of equipment and facilities
that provides a service: the transfer of information between users located at
various geographical points. In this textbook, we focus on networks that use
electronic or optical technologies. Examples of such networks include telephone
networks, computer networks, television broadcast networks, cellular telephone
networks, and the Internet.

Communication networks provide a service much like other ubiquitous uti-
lities, and many analogies can be drawn between communication networks and
other utility systems. For example, communication networks, such as cable or
broadcast television, provide for the distribution of information much like the
water supply or electricity power systems that distribute these commodities to
users. Communication networks also provide access for gathering information
much like sewer or garbage collection systems, which gather various materials
from users. On the other hand, communication networks exhibit tremendous
flexibility in their use and in this respect they are closest to transporation
networks.

Communication networks, along with transportation networks, have
become essential infrastructure in every society. Both types of networks provide
flexible interconnectivity that allows the flow of people and goods in the case of
transportation and the flow of information in the case of communications. Both
transportation and communication networks are “enabling” in that they allow
the development of a multiplicity of new services. For example, the development
of a postal service presupposes the availability of a good transportation system.
Similarly, the development of an e-mail service requires the availability of a
communication network.

The ability of communication networks to transfer communication at ex-
tremely high speeds allows users to gather information in large volumes nearly
instantaneously and, with the aid of computers, to almost immediately exercise
action at a distance. These two unique capabilities form the basis for many
existing services and an unlimited number of future network-based services.

We will now discuss several services that are supported by current networks.
The services are examined from the point of view of user requirements, that is,
quality of service, features, and capabilities. The viewpoint here is that networks
should ultimately be designed to meet the requirements of the user applications.
We refer to these services and their requirements when discussing various issues
throughout the book.

Radio and television broadcasting are probably the most common commu-
nication services. Various ‘“‘stations” (“programs’) transmit an ensemble of
signals simultaneously over radio or cable distribution networks. Aside from
selecting the station of interest, the role of the user in these services is passive.
Relatively high audio and video quality is expected, but a significant amount of
delay (in the order of seconds or more) can be tolerated even in “‘live” broad-
casts.
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1.1 Networks and Services 3

Telephone service is the most common real-time service provided by a net-
work. Two people are able to communicate by transmitting their voices across
the network. The service is ‘“‘connection-oriented” in the sense that the users
must first interact with the network to set up a connection, as shown in Figure
1.1.

The telephone service has a real-time requirement in that users cannot inter-
act as in normal face-to-face conversation if the delays are greater than a fraction
of second (approximately 250 milliseconds). The service must also be reliable in
the sense that once the connection is established it must not be interrupted
because of failures in the network. At a minimum the delivered voice signal
must be intelligible, but in most situations the users expect a much higher quality
that enables the listener not only to recognize the speaker but also to discern
subtleties in intonation, mood, and so on. A high degree of availability is another
requirement: Telephone users expect the network to be capable of completing the
desired connection almost all the time. Security and privacy of the conversation
is a consideration in some situations.

The telephone service can be enhanced in a number of ways. For example,
the 800 service provides toll-free (and possibly long distance) service to the caller
where the costs of the call are automatically billed to the subscriber of the service.

L.

@ Telephone @ The caller picks up the phone, triggering the flow of current
—_— . . e
office in wires that connect to the telephone office.

2. The current is detected, and a dial tone is transmitted by the
G5 Y <« | Telephone (3 telephone office to indicate that it is ready to receive the
— office —— destination number.

3. The caller sends this number by pushing the keys on the
!@'\_ Telephone !@‘\_ telephone set. Each key generates a pair of tones that specify
—— office —— anumber. (In the older phone sets, the user dials a number

that in turn generates a corresponding number of pulses.)

4. The equipment in the telephone office then uses the telephone
(=) Telephone (=2 network to attempt a connection. If the destination telephone
& ) office > & is busy, then a busy tone is returned to the caller. If the

destination telephone is idle, then ringing signals are sent to

5 both the originating and destination telephone.

!@'\_ Telephone !@'\_ The riqging signals are discontin.ued. when the destination
— office —— phone is picked up and communication can then proceed.
6.

@ < Telephone < @ Either user terminates the call by putting down

office a receiver.

FIGURE 1.1 Telephone call setup
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4 cHAPTER 1 Communication Networks and Services

Similarly, in credit-card or calling-card services the cost of a call is automatically
billed to the holder of the card. Clearly, security and fraud are issues here.

Telephone networks provide a broad class of call management services that
use the originating number or the destination number to determine the han-
dling of a call. For example, in call return the last originating number is
retained to allow it to be automatically called by the destination user at a
later point in time. Caller ID allows the originating number, and sometimes
name, of the originating call to be displayed to the destination user when the
receiving device is display capable. Voice mail allows a destination user to have
calls forwarded to a message-receiving device when the destination user is not
available.

Cellular telephone service extends the normal telephone service to mobile
users who are free to move within a regional area covered by an intercon-
nected array of smaller geographical areas called cells. Each cell has a radio
transmission system that allows it to communicate with users in its area. The
use of radio transmission implies design compromises that may result in lower
voice quality, lower availability, and greater exposure to eavesdropping. In
addition, the cellular system must handle the “handing off” of users as they
move from one cell to another so that an ongoing conversation is not termi-
nated abruptly. Some cellular providers also support a roaming service where
a subscriber is able to place calls while visiting regional areas other than the
subscriber’s home base. Note that the mobility aspect to the roaming service is
not limited to cellular (or wireless) communications. Indeed, the need for
mobility arises whenever a subscriber wishes to access a service from anywhere
in the world.

Electronic mail (e-mail) is another common network service. The user
typically provides a text message and a name and/or address to a mail appli-
cation. The application interacts with a local mail server, which in turn trans-
mits the message to a destination server across a computer network. The
destination user retrieves the message by using a mail application, such as
shown in Figure 1.2. E-mail is not a real-time service in that fairly large delays
can be tolerated. It is also not necessarily connection-oriented in that a net-
work connection does not need to be set up expressly for each individual
message. The service does require reliability in terms of the likelihood of
delivering the message without errors and to the correct destination. In
some instances the user may be able to request delivery confirmation. Again
security and privacy may be a concern.

Many applications that involve an interaction between processes running in
two computers may be characterized by client/server interaction. For example, a
client may initiate a process to access a given file on some server. The World
Wide Web (WWW) application typifies this interaction. The WWW consists of a
framework for accessing documents that are located in computers connected to
the Internet. These documents consist of text, graphics, and other media and are
interconnected by links that appear within the documents. The WWW is
accessed through a browser program that displays the documents and allows
the user to access other documents by clicking one of these links. Each link
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your brownies!'!!!

Love,
John

& [ |Document: Done P == e 4

FIGURE 1.2 Retrieving e-mail (Netscape Communicator screenshots © 1999
Netscape Communications Corporation. Used with permission.)

provides the browser with a uniform resource locator (URL) that specifies the
name of the machine where the document is located as well as the name of the file
that contains the requested document.

For example, in Figure 1.3 a user is looking at the WorldWide News home
page to find out the latest events. The URL of the home page is identified in the
pull-down window labeled ‘Go to’ toward the top of the page. The user wants to
find out more about some recent weather events, and so she puts the cursor over
the text about the snowfall in LA. The field at the bottom then identifies the
URL of the linked document, in this case:

http://www.wwnews.com/ltnews/lasnow

The first term, http, specifies the retrieval mechanism to be used, in this case, the
HyperText Transfer Protocol (HTTP). Next the URL specifies the name of the
host machine, namely, www.wwnews.com. The remaining data gives the path
component, that is, the URL identifies the file on that server containing the
desired article. By clicking on a highlighted item in a browser page, the user
begins an interaction to obtain the desired file from the server where it is stored,
as shown in Figure 1.4.

In addition to text the files in the WWW may contain audio and images that
can involve large amounts of information. While the user does not require real-
time response, excessive delay in retrieving files reduces the degree of interactivity
of the overall application where the user seeks information, reads it, and again
seeks additional information by clicking on other items or on links to other Web
sites. The overall delay is determined by the delays in accessing the servers as well
as the time required to transmit the files through the network.
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cHAPTER 1 Communication Networks and Services

WHAT IS A PROTOCOL?

In dealing with networks we run into a multiplicity of protocols, with acro-
nyms such as HTTP, FTP, TCP, IP, DNS, and so on. What is a protocol, and
why are there so many? A protocol is a set of rules that governs how two
communicating parties are to interact. In the Web browsing example, the
HTTP protocol specifies how the Web client and server are to interact.

The purpose of a protocol is to provide some type of service. HTTP
enables the retrieval of Web pages. Other examples of protocols are: File
Transfer Protocol (FTP) for the transfer of files, Simple Mail Transfer
Protocol (SMTP) for e-mail, Internet Protocol (IP) for the transfer of packets,
and Domain Name System (DNS) for IP address lookup.

Chapter 2 shows how the overall communications process can be orga-
nized into a stack of layers. Each layer carries out a specific set of commu-
nication functions using its own protocol, and each layer builds on the services
of the layer below it. In the Web example HTTP uses the connection service
provided by the Transmission Control Protocol (TCP). TCP uses the packet
transfer service provided by IP which in turn uses the services provided by
various types of networks.

B 1ol x|
Fie Edit View Go Communicator Help
i w# " Bookmarks G tox ttp: /v vinews. con ] @77 what's Related
i
.
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Januany 29,2000  15:20€0T

From the latest stock quotes to the latest Llatest Weather
sports scores you'll find everything you Toronto basking in
need to learn about late-breaking events. heatwave

LA troffic halts after

Read about the world's news by
record snowfall

geographic region, by subject, orby

North America

South Aimerica time. You can also wisit other news links. 5
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Science._Sports or appear in your browser as they oceur. Newly Released
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| Iy J |
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FIGURE 1.3 World Wide Web example (Netscape Communicator
screenshots © 1999 Netscape Communications Corporation. Used
with permission.)
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1.1 Networks and Services 7

The user clicks on a link to indicate which document
is to be retrieved.

The browser must determine the address that contains the
document. To do so, the browser sends a query to its local
name server.

Once the address is known, the browser establishes a
connection to the specified machine. For the connection to be
successful, the specified machine must be ready to accept
connections.

The browser runs a client version of HTTP, which issues a
request specifying both the name of the document and the
possible document formats it can handle.

The machine that contains the requested document runs a
server version of HTTP. The server reacts to the HTTP
request by sending an HTTP response that contains the
desired document in the appropriate format.

The connection is then closed, and the user
may view the document.

FIGURE 1.4 Retricving a Web page

Video on demand characterizes another type of interactive service. The objec-
tive of the service is to provide access to a video library, that is, a kind of “‘video
jukebox’ located at some remote site, and to provide the type of controls avail-
able in a video cassette recorder (VCR), such as slow motion, fast forward,
reverse, freeze frame, and pause. The user initiates the service by accessing a
menu from which a selection is made. A number of transactions may follow, for
example, to provide payment for the service. When these transactions have been
completed, a server that contains the selection begins to transmit the video
information across the network to the user. Video involves enormous amounts
of information, so it is not feasible to transmit and store the entire movie as a
single file. Instead the video information is sent as a stream of “frames”™ that
contain individual pictures that constitute the video.

The video-on-demand application is not real-time and can tolerate delay as
long as the responsiveness expected in using the VCR-type controls is not
affected. However the stream of frames must flow through the network in a
steady fashion in the sense that the frame jitter, or the delays between consecu-
tive frames, does not vary too much. Excessive jitter can result in a frame not
being available at the receiver after the previous frame has been played out,
which would then result in impairments in the video quality. The service requires
the delivery of relatively high audio and video quality. Security and privacy are a
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8 cHAPTER 1 Communication Networks and Services

concern mostly in the initial transactions where the selection and payment are
made.

Streamed audiovisual services over the Internet provide an example of a
service with some of the features of video on demand. Here an application
such as RealPlayer™ can be used to access a “channel” that provides an audio-
visual stream to the client machine. By selecting a channel from a control panel,
such as the one shown in Figure 1.5, a process is initiated by which a multimedia
server begins to send a stream of information to the client process. The client
application processes the stream to display audio and a moving picture much like
a television displays a program. The service is on demand in the sense that the
user determines when the display is initiated, but the degree of interactivity is
limited, and the quality of the image is less than that of commercial television.

A more complex class of interactive services results when more than two
users are involved. For example, audio conferencing involves the exchange of
voice signals among a group of speakers. In addition to the requirements of
normal telephone service, the network must be able to provide connectivity to
the participants and somehow combine the various voice signals to emulate the
way voice signals are combined in a normal group discussion. The limitation to
voice information means that the visual cues that normally help determine who
speaks next are absent, so the group interaction is somewhat awkward and
unnatural. The addition of real-time video information can help provide visual

[op :
H File “iew Optionz Presetz Sites Help

Clip info: | CHM Interactive.

ra
o

Channels

O 4dd & Update
[F—— Headline Mews

CANI, o From

Top Stories

- Mideast negotators dig in, seek ‘comprehensive

package’

- New round in Jones vs. Clinton

- Investigating Microsofi: how hard is it to find a
CHM Headline non-Microsoft 057

Mews

Updated: 2041098 11:34 AM

FIGURE 1.5 A RealPlayer segment over the Internet (Copyright © 1995-2000
RealNetworks, Inc. All rights reserved. RealPlayer is a trademark of RealNetworks,
Inc.)
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1.2 Approaches to Network Design 9

cues and help produce a more natural conferencing situation. However, the
addition of video brings additional requirements in terms of the volume of
information that needs to be transmitted, as well as the quality, delay, and jitter
requirements of video. The problem remains of displaying the visual information
in a way conducive to normal human interaction. Various means of superimpos-
ing the images of the participants in a natural setting and of using large screen
displays have been explored.

An even more demanding class of services arises when the audio-visual con-
ferencing requirements are combined with a demanding real-time response
requirement. This type of service might arise in a number of possible settings.
It may be required in a situation where a group of people and a variety of
machines interact with real phenomena, for example, a complex surgery by a
team of surgeons where some of the participants are located remotely. It may
also arise in various real-time distributed simulations or even in distributed
interactive video games involving geographically separated players. Many recent
films, usually of dubious quality, have explored the potential of various immer-
sive, virtual reality technologies that would make use of this type of network
service. As you work through the book, you will learn how to specify the require-
ments that must be met by a communication network to provide this class of
challenging services.

1.2 APPROACHES TO NETWORK DESIGN

In the previous section we examined networks from the point of view of the
services they provide to the user. We saw that different user applications impose
different requirements on the services provided by the network in terms of
transfer delay, reliability of service, accuracy of transmission, volume of infor-
mation that can be transferred, and, of course, cost and convenience. In this
section we examine networks from the point of view of the network designer.

The task of the designer is to develop an overall network design that meets
the requirements of the users in a cost-effective manner. In the next section, we
present a number of essential functions that must be provided by any network.
We also discuss how the topology of a network develops as the network grows in
scale. Subsequent sections present three approaches to providing the essential
functions that are required by a network: message switching, circuit switching,
and packet switching. We use the telegraph network, the telephone network, and
the Internet as examples of how these three approaches have been applied in
practice.

1.2.1 Network Functions and Network Topology

The essential function of a network is to transfer information between a source
and a destination. The source and destination typically comprise terminal
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10 cHAPTER 1 Communication Networks and Services

equipment that attaches to the network, for example, a telephone or a computer.
This process may involve the transfer of a single block of information or the
transfer of a stream of information as shown in Figure 1.6. The network must be
able to provide connectivity in the sense of providing a means for information to
flow among users. This basic capability is provided by transmission systems that
transmit information by using various media such as wires, cables, radio, and
optical fiber. Networks are typically designed to carry specific types of informa-
tion representation, for example, analog voice signals, bits, or characters.

A strong analogy can be made between communication networks and
transportation networks. Roads and highways are analogous to transmission
lines. Minor roads provide access to higher-speed highways. A specific segment
of road corresponds to a point-to-point transmission line. The intersections and
highway interchanges that allow the transfer of traffic between highways cor-
respond to switches, which transfer the information flow from one transmission
line to another. Two actions are required by a driver as his or her vehicle enters
an interchange. First the driver must decide which exit corresponds to his or
her destination; when dealing with information, we refer to this action as
routing. Once the exit has been determined, the driver must actually move
the vehicle through that exit; when dealing with information, we call this action
forwarding.

Figure 1.7a shows how a switch can be used to provide the connectivity
between a community of users that are within close distance of each other.
The pairwise interconnection of users would require N x (N — 1) lines, which
is not sustainable as N grows large. By introducing a switch, the number of lines
is reduced to N. In effect, the access transmission lines are extended to a central
location, and the “network” that provides the connectivity is reduced to equip-
ment in a room or even a single box or chip. We refer to the access transmission
lines and the first switch as an access network. These access networks concentrate
the information flows prior to entering a backbone network. For example, this
approach is used to connect users to the nearest telephone central office.

Typically, users are interested in communicating with other users in another
community, just as they might want a high-speed highway to connect the two
communities. The communication network provides transmission lines, or
“trunks,” that interconnect the switches of the two communities. The longer
distance of these lines implies higher cost, so multiplexers are used to concentrate
the traffic between the communities into the trunks that connect the switches, as

[ ] [ ]
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FIGURE 1.6 A network transfers information among users
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FIGURE 1.7 Role of switches and multiplexers in the network

shown in Figure 1.7b. The associated demultiplexer and switch then direct each
information flow to the appropriate destination.

The need to communicate extends to more than two communities, so multi-
plexers and trunks are used to interconnect a number of access networks to form
a metropolitan network as shown in Figure 1.8a. Figure 1.8a also shows how the
metropolitan network can be viewed as a network that interconnects access
subnetworks. A metropolitan network might correspond to a transportation
system associated with a county or large city. Similarly, metropolitan subnet-
works (e.g., large cities) are interconnected into a regional network (e.g., state or
province). Figure 1.8b, in turn, shows how a national network can be viewed as a
network of regional subnetworks that interconnect metropolitan networks.

The above hierarchical network topology arises because of geography, cost
considerations, and communities of interest among the users. A community of
interest is defined as a set of users who have a need to communicate with each
other. Switches are placed to interconnect a cluster of users where it makes eco-
nomic sense. Typically, users are more likely to communicate with users who are
nearby so most of the traffic tends to stay within the switch. Traffic to more distant
users is aggregated into multiplexers that connect to more distant switches through
a backbone network. A similar process of providing interconnections through
multiplexers and switches takes place at higher levels of aggregation, that is,
metropolitan to regional and then regional to national networks. In the case of
roads and railroads, in particular, it is possible for different operators to compete
in providing connectivity between regional centers. This situation also applies to
networks, where different long-distance operators or Internet service providers
can compete in providing intereconnection between regional networks.
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FIGURE 1.8 Hierarchical network topology

Traditionally, a larger portion of the traffic has tended to stay at the lower
layers in the hierarchy. However the pattern of traffic flow has started to change
as the cost of communications has tended to become independent of distance.
For example, when you click on a browser link, you do not worry about distance
or cost. Consequently, the portion of traffic that is flowing into the backbone of
networks is increasing. In addition, as cost becomes less of a factor, community
of interest becomes a stronger determinant of traffic flows. These two trends,
distance-independent communities of interest and lower communications costs,
will in time lead to very different network topologies.

Addressing is required to identify which network input is to be connected to
which network output. Here we again see that it is natural to specify addresses
according to a hierarchy: number, street, city, state, country. Thus in Figure
1.8 the user identified by an asterisk in part (a) has an address «.A.a.1. Just as
there is more than one way to go from New York to Los Angeles, there is
more than one possible way to interconnect users in a communication network.
We saw above that routing involves the selecting of a path for the transfer of
information among users. The use of hierarchical addresses facilitates the task
of routing. For example, in routing a letter through the postal system we are
first concerned about getting to the right country, then the right state, then the
city, and so on. We will see that the hierarchical approach to addressing is in
wide use because it simplifies the task of routing information across large
networks.

4 | P | eTextMainMenu | Textbook Table of Contents



1.2 Approaches to Network Design 13

In networks we will find two types of addressing: hierarchical addressing in
wide area networks and flat addressing in local area networks. Hierarchical
addressing is required in the wide area networks because they facilitate routing
as indicated above. The addressing problem in local area networks is analogous
to the problem of finding a building in a university campus. Buildings are iden-
tified by a name or a number that does not provide any location information.
Flat addresses are acceptable in local area networks because the number of nodes
is relatively small.

The network operation must also ensure that network resources are used
effectively under normal as well as under problem conditions. Traffic controls are
necessary to ensure the smooth flow of information through the network, just as
stop signs and traffic lights help prevent car collisions. In addition, when con-
gestion occurs inside the network as a result of a surge in traffic or a fault in
equipment, the network should react by applying congestion or overload control
mechanisms to ensure a degree of continued operation in the network. In the case
of roads, drivers are instructed to take a different route or even to stay home!
Similarly, during congestion, information traffic may be rerouted or prevented
from entering the network.

Finally, we note one additional necessary network function. Just as highways
and roads require crews of workers to maintain them in proper condition, net-
works require extensive support systems to operate. In networks these functions
fall under the category of network management and include monitoring the per-
formance of the network, detecting and recovering from faults, configuring the
network resources, maintaining accounting information for cost and billing pur-
poses, and providing security by controlling access to the information flows in
the network.

In this section we have introduced the following essential network functions:
terminal; transmission; information representation; switching, including routing
and forwarding; addressing; traffic control; congestion control; and network
management. The following list summarizes the functions that a network must
provide.

« Basic user service—the primary service or services that the network provides to
its users.

o Switching approach—the means of transferring information flows between
communication lines.

e Terminal—the end system that connects to the network.

o Information representation—the format of the information handled by the
network.

o Transmission system—the means for transmitting information across a physi-
cal medium.

o Addressing—the means for identifying points of connection to the network.

e Routing—the means for determining the path across the network.

o Multiplexing—the means for connecting multiple information flows into
shared connection lines.
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14 cHAPTER 1 Communication Networks and Services

In the remainder of this section, we consider specific approaches to providing
these functions. In Chapter 2 we show how these functions are organized into an
overall layered network architecture.

1.2.2 Message, Packet, and Circuit Switching

Several approaches can provide the essential network functions identified in the
previous sections. These approaches are characterized by how information is
organized for transmission, multiplexing, routing, and switching in a network.
Each approach defines the internal operation of a network and specifies a basic
information transfer capability. The service or services that are provided to the
user build on this basic transfer capability.

First we consider telegraph networks. Here the network operation was based
on message switching, which provides for the transfer of text messages called
telegrams. Next we consider the telephone network, which uses circuit switching
as its mode of operation to provide its basic service, the telephone call. Finally,
we consider packet switching, which forms the basis for the Internet Protocol
(IP). You will see that the Internet provides two basic types of services to its users
and that these services are built on top of a packet transfer capability. For each
of these three networks, we explain how the essential network functions are
provided. Table 1.1 summarizes some of the features of these three networks.
We also provide a few historical notes on the evolution of these networks. Figure
1.9 indicates the transmission capabilities of these networks over the past 150
years.

Function Telegraph network Telephone network Internet

Transmission of
telegrams

Basic user

Switching approach Message switching
Terminal
Information
representation
Transmission system

Telegraph, teletype
Morse, Baudot, ASCII

Digital over various
media

Addressing Geographical addresses
Routing Manual routing
Multiplexing Character multiplexing,

message multiplexing

Bidirectional, real-time
transfer of voice signals

Circuit switching

Telephone, modem
Analog voice or PCM
digital voice

Analog and digital over
various media
Hierarchical numbering
plan

Route selected during
call setup

Circuit multiplexing

Datagram and reliable
stream service between
computers
Connectionless packet
switching

Computer

Any binary information

Digital over various media
Hierarchical address space

Each packet routed
independently
Packet multiplexing,
shared media access
networks

TABLE 1.1 Essential functions of network operation
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1.2.3 Telegraph Networks and Message Switching

15

In 1837 Samuel B. Morse demonstrated a practical telegraph that provided the
basis for telegram service, the transmission of text messages over long distances.
The text was encoded using the Morse code into sequences of dots and dashes.
Each dot or dash was communicated by transmitting short and long pulses of
electrical current over a copper wire. By relying on two signals, telegraphy made
use of a digital transmission system. The Morse code shown in Table 1.2 is an
example of an efficient binary representation for text information. The time
required to transmit a message is minimized by having more frequent letters

Morse code

Probability of
occurrence

Morse code
occurrence

Probability of

AOTOZZICART"ZIQTUETmOO®»>
|
|
|

0.08149
0.01439
0.02757
0.03787
0.13101
0.02923
0.01993
0.05257
0.06344
0.00132
0.00420
0.03388
0.02535
0.07096
0.07993
0.01981
0.00121
0.06880

e 0.06099
— 0.10465
ce— 0.02458
ce— 0.00919
- 0.01538
0.00166
0.01982
0.00077

SVXNAUE LD -NKXE<CH®
|
|
|

TABLE 1.2 International Morse code
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16 cHAPTER 1 Communication Networks and Services

assigned to strings that are shorter in duration. The Morse telegraph system is a
precursor of the modern digital communication system in which all transmission
takes place in terms of binary signals and all user information must first be
converted to binary form.

In 1851 the first submarine cable was established between London and Paris.
Eventually, networks of telegraph stations were established, covering entire con-
tinents. In these networks a message or telegram would arrive at a telegraph-
switching station, and an operator would make a routing decision based on
destination address information. The operator would then store the message
until the communication line became available to forward the message to the
next appropriate station. This process would be repeated until the message
arrived at the destination station. Message switching is used to describe this
approach to operating a network. Addressing, routing, and forwarding are
elements of modern computer networks.

The information transmission rate (in letters per second or words per minute)
at which information could be transmitted over a telegraph circuit was initially
limited to the rate at which a single human operator would enter a sequence of
symbols. An experienced operator could transmit at a speed of 25 to 30 words
per minute, which, assuming five characters per word and 8 bits per character,
corresponds to 20 bits per second (bps) in Figure 1.9.

A subsequent series of inventions attempted to increase the rate at which
information could be transmitted over a single telegraph circuit by multiplexing
the symbols from several operators onto the same communication line. One
multiplexing system, the Baudot system, used characters, groups of five binary
symbols, to represent each letter in the alphabet. The Baudot multiplexing sys-
tem could interleave characters from several telegraph operators into a single
transmission line.

The Baudot system eventually led to the modern practice of representing
alphanumeric characters by groups of binary digits as in the ASCII code (short
for American Standard Code for Information Interchange). The Baudot system
also eventually led to the development of the teletype terminal, which could be
used to transmit and receive digital information and was later used as one of the
early input/output devices for digital computer systems. A Baudot multiplexer
telegraph with six operators achieved a speed of 120 bits/sec.

Another approach to multiplexing involves modulation, which uses a number
of sinusoidal pulses to carry multiple telegraphy signals. For example, each of the
binary symbols could be transmitted by sending a sinusoidal pulse of a given
frequency for a given period of time, say, frequency f; to transmit a ““0”” and f; to
transmit a ““1.” Multiple sequences of binary symbols could be transmitted
simultaneously by using multiple pairs of frequencies for the various telegraphy
signals. These modulation techniques formed the basis for today’s modems.

Prior to the invention of telegraphy, long-distance communication depended
primarily on messengers who traveled by foot, horse, or other means. In such
systems a message might propagate at a rate of tens of kilometers per day. In the
late 1700s, visual telegraph networks using line-of-sight semaphore systems
reduced the time required to deliver a message. In 1795 it was reported that a
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1.2 Approaches to Network Design 17

signal in one such system in England took only 3 minutes to traverse a distance
of 800 kilometers [Stumpers 1984]. The invention of the electric telegraph in the
early 1800s extended the range of communications beyond the line of sight and
made long-distance communication almost instantaneous; for example, an elec-
tric signal would take less than 3 milliseconds to cover the 800 kilometers.'
Clearly, electrical communications had marked advantages over all other
forms of communications. Indeed, the telegraph gave birth to the “news” indus-
try; to this day some newspapers have the name The Daily Telegraph.

1.2.4 Telephone Networks and Circuit Switching

In 1875, while working on the use of sinusoidal signals for multiplexing in tele-
graphy, Alexander Graham Bell recognized that direct transmission of a voice
signal over wires was possible. In 1876 Bell developed a system that could trans-
mit the entire voice signal and could form the basis for voice communication,
which we now know as the telephone. The modern telephone network was devel-
oped to provide basic telephone service, which involves the two-way, real-time
transmission of voice signals across a network.

The telephone and telegraph provided services that were fundamentally dif-
ferent. The telegraph required an expert operator with knowledge of Morse code,
while the telephone terminal was very simple and did not require any expertise.
Consequently the telephone was targeted as a direct service to end users, first in
the business and later in residential markets. The deployment of telephones grew
quickly, from 1000 phones in 1877 to 50,000 in 1880 and 250,000 in 1890.

Connectivity in the original telephone system was provided by an analog
transmission system. The transmitted electrical signal is analogous to the original
voice signal; that is, the signal is proportional to the sound pressure in speech. It
was quickly recognized in the early days of telephony that providing dedicated
lines between each pair of users is very costly. Switches were introduced shortly
after the invention of the telephone to minimize the cost of providing connectiv-
ity between a community of users.

In its simplest form, the switch consists of a patch cord panel and a human
operator as shown in Figure 1.10a. The originating user picks up the telephone
and in the process activates a signal in the circuit that connects it to the telephone
office. The signal alerts the operator that a connection is requested. The operator
takes the requested name and checks to see whether the desired user is available.
If so, the operator establishes a connection by inserting the two ends of a cord
into the sockets that terminate the lines of the two users as shown in Figure
1.10b. This connection allows electrical current, and the associated voice signal,
to flow between the two users. This end-to-end connection is maintained for the

"The speed of light in a vacuum is 3 x 10® meters/second; in cable, it is 2.3 x 10® meters/second; in optical
fiber, it is 2 x 10® meters/second.
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18 cHAPTER 1 Communication Networks and Services

(a) A switch in the form of an operator with a patch cord panel (not shown).

FIGURE 1.10 Switching

duration of the call. When the users are done with their conversation, they “hang
up”’ their telephones, which generates a signal indicating that the call is complete.
The two telephone lines are then available to make new connections. We say that
telephone networks are connection-oriented because they require the setting up of
a connection before the actual transfer of information can take place. The trans-
fer mode of a network that involves setting up a dedicated end-to-end connection
is called circuit switching.

Note that in circuit switching the routing decision is made when the path is
set up across the network. After the call has been set up, information is “for-
warded” continuously across each switch in the path. No additional address
information is required after the call is set up.

The telephone network has undergone a gradual transition to its present
state, where it is almost completely based on digital transmission and computer
technology. This transition began with the invention of the transistor in 1948 and
accelerated with the invention of integrated circuits in the 1960s, leading to the
development of digital transmission systems that could carry voice in a more cost-
effective manner. Digital transmission systems were designed to carry binary
information in the form of 0s and 1s. Thus these systems required that the analog
voice signal be converted into a binary sequence, using a technique called pulse
code modulation (PCM). The T-1 digital transmission system was first deployed
in 1962 to carry voice traffic between telephone offices. This multiplexing
system could handle 24 voice calls for a total transmission rate of 1.5 Mbps in
Figure 1.9.

Even as digital transmission systems were being deployed, the new digital
transmission segments had to interface to existing analog switches. Upon arrival
at an analog switch, the digital signal would be reconverted into analog voice
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1.2 Approaches to Network Design 19

signals for switching and then reconverted to digital form for transmission in the
next hop. This situation eventually led to the invention of digital switches that
could switch the voice signals in digital form. Thus a voice call would need to be
digitized only once upon entering the network; then it would be transmitted and
switched in digital form until it reached the other end of the backbone network.
The call would then be converted to analog form for transmission over the pair
of wires that connects the user to the network.

As the number of users and geographical extent of the user population
increased, telephone networks grew along the lines shown in Figure 1.11.
Users are served by an access network that connects them to a local central office
(CO) switch. The switches themselves are interconnected with higher-speed com-
munication lines through tandem switches. Multiplexing is used to combine many
calls in these high-speed lines. Tandem switches, in turn, connect to toll switches
that are used to provide long-distance connections. The result is hierarchical
network topology, such as the one shown in Figure 1.11. Figure 1.9 shows the
steady increase in the transmission rates that have been deployed in these back-
bone transmission lines over the years. The telephone digital multiplexing
systems have advanced tremendously with the introduction of optical fiber trans-
mission. In 2000 we are seeing the introduction of 1600 gigabit/second dense
wavelength-division multiplexing (DWDM) systems.

The hierarchical network topology of the telephone network is complemen-
ted by a hierarchical decimal numbering system for dialing connections in the
telephone network. For example in the 10-number system used in North
America, the area code specifies a subarea that has been assigned a three-digit
number. The next three numbers are the exchange code, which identifies specific
switching facilities in a central office within the subarea. The final four digits
specify a specific line that connects the user to the central office.

Another advance in telephone networks involved the introduction of com-
puter control for the setting up of connections in a switch. These computers
would examine a request for a call as it came in, check to see whether the

Toll

PN

Tandem Tandem

é% /\ %CO%
%%%% %%

FIGURE 1.11 Hierarchical telephone network structure
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20 cHAPTER 1 Communication Networks and Services

destination was available, and if so, make the appropriate connection. The
use of computers to control the switch provided great flexibility in modifying
the control and in introducing new features. It also led to the introduction of
a separate signaling network to carry the messages between the switch
computers.

In the early 1970s telephone companies realized that the signaling network
(and its computer control) could be used to introduce enhanced telephone ser-
vices. Credit-card calls, long-distance calls, 800 calls, and other services could all
be implemented using this more capable signaling network. In the case of credit-
card calls, a recorded message could request the credit-card number. The digits
would be collected, and a message would be sent to a database to check the
credit-card number; if authorized, the call would then be set up. The signaling
network also enabled mobility, which is the capability of a network to direct calls
to users as they roam away from their home network.

1.2.5 The Internet and Packet Switching

The Internet Protocol (IP) provides a means for transferring information across
multiple, possibly dissimilar, networks. Before discussing packet switching and
the organization of the Internet, we need to present some of the types of com-
puter networks that the Internet operates on.

COMPUTER NETWORKS

The first computer network was the Semi-Automatic Ground Environment
(SAGE) system developed between 1950 and 1956 for air defense systems
[Green 1984]. The system consisted of 23 computer networks, each network
connecting radar sites, ground-to-air data links, and other locations to a central
computer. The SABRE airlines reservations system, which was introduced in
1964, is cited as the first large successful commercial computer network, and it
incorporated many of the innovations of the SAGE system.

Early computers were extremely expensive, so techniques were developed to
allow them to be shared by many users. In time-sharing systems the processor
would visit each job awaiting service in round-robin fashion. The computer
would spend a fixed duration of time, called a time slice, executing instructions
from each job before moving to the next job. The need to access time-shared
computers led to the development of terminal-oriented networks. We will see
below that this development led to tree-topology networks with the host com-
puter at the root node. As the cost of computers dropped and their use in
organizations proliferated, it became necessary to connect to more than one
computer. This situation required a different topology than that of terminal-
oriented networks. In addition, as “dumb” terminals were replaced by “‘intelli-
gent” terminals and later by personal computers, it became necessary to develop
networks that were more flexible and could provide communications among
many computers.
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The ARPANET was the first major effort at developing a network to inter-
connect computers over a wide geographical area.” We emphasize the fact that
the “users” of this network were full-fledged computers, not terminals. As such,
the users of this network had processing and storage resources not available in
previous terminal equipment. It therefore became possible to develop powerful
networking protocols that made use of this processing capability at the edge of
the network and to simplify the operation of the equipment inside the network.
This approach is in marked contrast to the telephone network, where the intelli-
gence resides inside the network, not in the telephone set. The TCP/IP protocols
that emerged out of the ARPANET project form the basis for today’s Internet.

The trend towards a proliferation of inexpensive computers, and hence
toward a paradigm that supports the Internet approach to networking, was
recognized in the mid-1980s. Paul Green, in a 1985 article, notes that a SAGE
system computer occupied a four-story building, could execute 150,000 instruc-
tions per second, and had 32 kilobytes of memory (RAM) and 600 kilobytes of
magnetic storage (disk). By the early 1980s these capabilities could be provided
by a desktop computer (see problem 15). Paul Green also quotes Bob Metcalf as
making the following statement in 1983, “In the 1960’s there was one mainframe
per company, in the 1970’s [there was added] one minicomputer per branch
office, in the 1980’s one microcomputer per office or home.” Metcalf then con-
jectured that ““in the 1990’s there will be one nanocomputer in each appliance.”
In the year 2000 we can say that Metcalf was close to the mark, for we are indeed
seeing the proliferation of computers in appliances. As these computers are
required to communicate, we will see a demand for computer networks of a
scale much larger than that of the global telephone network.

Terminal-oriented networks

Figure 1.12a shows an arrangement that allows a number of terminals to time-
share a computer. Each terminal, initially a teletype printer and later a video
terminal, is connected by a set of wires to the computer, enabling the terminal
to input instructions and to obtain results from the computer. Initially all ter-
minals were located in a room adjacent to the host computer. Access from ter-
minals is located farther from the host computer became possible as
communication lines with greater geographical reach became available.
Eventually, modem devices for transmitting digitial information were introduced
so that terminals could access the host computer via the public switched tele-
phone network (PSTN), as shown in Figure 1.12b.

Certain applications required a large number of geographically distributed
terminals to be connected to a host computer. For example, a set of terminals at
various travel agencies in a city might need to access the same computer. In most
of these applications, the terminals would generate messages in a bursty manner;

>The Advanced Research Projects Agency (ARPA) of the U.S. Department of Defence funded the devel-
opment of the ARPANET.
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FIGURE 1.12 Terminal-oriented networks

that is, the message transmissions would be separated by long idle times. The cost
of providing individual lines to each terminal could be prohibitive. Line-sharing
techniques were developed to allow a number of terminals to share a commu-
nication line. Figure 1.13 shows a multidrop line arrangement, allowing several
terminals to share one line to and from the computer. This system uses a master/
slave polling arrangement whereby the host computer sends a poll message to a
specific terminal on the outgoing line. All terminals listen to the outgoing line,
but only the terminal that is polled replies by sending any information that is
ready for transmission on the incoming line.

Another means for sharing a communication line among terminals generat-
ing bursty traffic involves the use of statistical multiplexers, as shown in Figure
1.14. Messages from a terminal are encapsulated in a frame that contains a
header and the user information. The header provides the address information
necessary to identify the terminal. Additional framing information is usually
required to allow the demultiplexer to delineate the beginning and end of each
message. The messages from the various terminals are collected by the concen-
trator, ordered into a queue, and transmitted one at a time over the communica-
tion line to the host computer. Note that messages may be lost if a surge of
message arrivals occurs without sufficient buffers to store the arrivals in the
multiplexer. The host computer sorts out the messages from each terminal and
carries out the necessary processing.

Poll to FIGURE 1.13 Sharing a multidrop

terminal line

Response
from terminal

ITTHEE
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FIGURE 1.14 Multiplexer systems

Early data transmission systems that made use of telephone lines had to deal
with errors in transmission arising from a variety of sources: interference from
spurious external signals, impulses generated by analog switching equipment,
and thermal noise inherent in electronic equipment. Error-control techniques
were developed to ensure virtually error-free communication of data informa-
tion. In addition to the header, each block of information would have a number
of ““check bits” appended prior to transmission. These check bits would enable
the receiver to detect whether the received blocks contained errors and, if so, to
request transmissions. In this manner very high levels of reliability in data trans-
mission could be achieved.

Figure 1.15 shows a typical terminal-oriented network circa 1970. Remote
concentrators/multiplexers at regional centers connect to a host computer, using
high-speed lines. Each remote concentrator gathers messages using lower-speed
lines from various sites in its region. Multipoint lines such as those discussed
above could be used in such lines, for example, Atlanta in the figure. Note that
routing and forwarding are straightforward in these tree-topology networks as
all information flows from terminals to the central host and back.

Computer-to-computer networks
The basic service required of computer networks is the transfer of messages from

any computer connected to the network to any other computer connected to the
network. This function is similar to the message switching service provided by

Host
T .
San Francisco Chicago .| Atlanta New York
T City

FIGURE 1.15 Typical terminal-oriented network
circa 1970
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telegraph systems. An additional requirement of a computer network is that it
provide short transit times for interactive messages. This requirement suggests
that a limit be imposed on the size of messages that are allowed to enter the
network, since long messages can result in long waiting times for interactive
traffic. Packet switching addresses this problem. The network is designed to
transfer variable-length blocks of information up to some specified maximum
size. User messages that do not fit inside a single packet are segmented and
transmitted using multiple packets.

Two types of packet transfer mode result from the two basic approaches to
routing and forwarding. The first approach uses connectionless packet transfer,
or datagrams, where each packet is routed independently of all other packets.
This approach was used in the ARPANET and later the Internet and is discussed
in the next section. The second approach involves first setting up a virtual circuit
(VC) across switches and links in the network and then forwarding all subse-
quent packets along the VC. This approach generalizes the procedures followed
in the telephone network and is used by Asynchronous Transfer Mode (ATM)
networks, which are discussed later in the book.

The ARPANET

The ARPANET was developed in the late 1960s to provide a test bed for wide
area network packet switching research. Packet switching was viewed as a prom-
ising approach to enable the sharing of computer resources. A packet is a block
that consists of a header with a destination address attached to user information
and is transmitted as a single unit across a network, much as a telegram would be
transmitted in a telegraph network. The ARPANET consisted of packet switches
interconnected by communication lines that provided multiple paths for inter-
connecting host computers over wide geographical distances. The packet
switches were implemented by dedicated minicomputers, and each packet switch
was connected to at least two other packet switches to provide alternative paths
in case of failures. The communications lines were leased from public carriers
and initially had a speed of 56-kbps lines. The resulting network had a topology,
such as shown in Figure 1.16. The ARPANET was designed to transmit
packets of information no longer than a given maximum length, about 1000
bits. Therefore, messages from a host might require segmentation into several
packets.

ARPANET packet communications were connectionless in the sense that no
connection setup was required prior to the transmission of a packet. Thus pack-
ets could be transmitted without incurring the connection setup delay. Each
packet or datagram contained destination address information that enabled the
packet switches in the network to carry out the routing of the packet to the
destination. Each packet switch maintained a routing table that specified the
output line that was to be used for each given destination. Packets were then
buffered to await transmission on the appropriate link. Packets from different
users would thus be multiplexed into the links between packet switches. Because
no connection setup was necessary, no prior allocation of bandwidth or buffer
resources was made for each user.
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FIGURE 1.16 ARPANET circa 1972

Each packet switching node implemented a distributed route synthesis algo-
rithm to maintain its routing tables. The algorithm involved the exchange of
information between neighboring nodes. This arrangement enabled the routing
tables to be updated in response to changes in traffic or topology and gave
ARPANET the capability to adapt to faults in the network. The packets
would simply be routed around the points of failure after the failures were
detected and the routing tables updated. Because routes could change, it was
also possible for packets to arrive out of order at the destination.

Each packet switch in ARPANET contained a limited amount of buffering
for holding packets. To prevent packet switches from becoming congested, an
end-to-end flow control was developed to limit the number of packets that a host
can have in transit.

In addition to addressing many fundamental packet networking problems,
the ARPANET also developed several lasting applications. These included e-
mail, remote login, and file transfer.

Ethernet local area networks

The emergence of workstations that provided computing at lower cost led to a
proliferation of individual computers within a department or building. To mini-
mize the overall system cost, it was desirable to share (then) expensive devices
such as printers and disk drives. This practice gave rise to the need for local area
networks (LANs). The requirements of a LAN are quite different from those of a
wide area network. In a LAN the small distances between computers implied
that low-cost, very high speed and relatively error-free communication was pos-
sible. Complex error-control procedures were largely unnecessary. In addition, in
the local environment machines were constantly being moved between labs and
offices, which created the administrative problem of keeping track of the location
of a computer at any given time. This problem is easily overcome by giving the
network interface card (NIC) for each machine a unique address from a flat
address space and by broadcasting all messages to all machines in the LAN. A
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medium access control protocol becomes essential to coordinate access to the
transmission medium in order to prevent collisions. A variety of topologies
can provide the broadcasting feature required by LANSs, including ring, bus,
and tree networks.

The most successful LAN, the Ethernet shown in Figure 1.17a, involved
transmission over a bus topology coaxial cable. Stations with messages to trans-
mit would first sense the cable (carrier sensing) for the presence of ongoing
transmissions. If no transmissions were found, the station would proceed to
transmit its message. The station would continue to monitor the cable in an
attempt to detect collision. If collisions were detected, the station would abort
its transmission. The introduction of sensing and collision detection significantly
improved the efficiency of the transmission cable.

The bus topology of the original Ethernet has a disadvantage in terms of the
cost of coaxial wiring relative to the cost of telephone cable wires as well as in
terms of fault handling. Twisted-pair Ethernet was developed to provide lower-
cost through the use of conventional unshielded copper wires such as those used
for telephones. As shown in Figure 1.17b, the computers are now connected by
copper wires in a star topology to a hub that can be located in a closet in the same
way that telephones are connected in a building. The computers transmit packets
using the same random access procedure as in the original Ethernet, except that
collisions now occur at the hub, where the wires converge.

THE INTERNET

In the mid-1970s after the ARPANET packet-switching network had been estab-
lished, ARPA began exploring data communications using satellite and mobile
packet radio networks. The need to develop protocols to provide packet com-
munications across multiple, possibly dissimilar, networks soon became appar-
ent. An internetwork or internet involves the interconnection of multiple
networks into a single large network, as shown in Figure 1.18. The component
networks may differ in terms of their underlying technology and operation. For
example, these networks could consist of various types of LANs, ATM net-

(a)

FIGURE 1.17 Ethernet local area network
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G = gateway

FIGURE 1.18 An internetwork

works, or even a single point-to-point link. The power in the internet concept is
that it allows different networks to coexist and interwork effectively.

The Internet Protocol (IP) was developed to provide for the connectionless
transfer of packets across an internetwork. In IP the component networks are
interconnected by special packet switches called gateways or routers. IP routers
direct the transfer of IP packets across an internet. After a routing decision is
made, the packets are placed in a buffer to await transmission over the next
network. In effect, packets from different users are statistically multiplexed in
these buffers. The underlying networks are responsible for transferring the
packets among routers.

IP currently provides best-effort service. That is, IP makes every effort to
deliver the packets but takes no additional actions when packets are lost, cor-
rupted, delivered out of order, or even misdelivered. In this sense the service
provided by IP is unreliable. The student may wonder why one would want to
build an internetwork to provide unreliable service. The reason is that providing
reliability inside the internetwork introduces a great deal of complexity in the
routers. The requirement that IP operates over any network places a premium on
simplicity.

The design of IP attempts to keep the operation within an internet simple by
relegating complex functions to the edge of the network. The connectionless
orientation means that the routers do not need to keep any state information
about specific users or their packet flows. This situation allows IP to scale to very
large networks. Similarly, when congestion occurs inside an internet, packets are
discarded. The end-to-end mechanisms at the edges of the network are respon-
sible for recovery of packet losses and for adapting to the congestion.

IP uses a limited hierarchical address space that has location information
embedded in the structure. IP addresses consist of four bytes usually expressed
in decimal-dotted notation, for example 128.100.11.56. IP addresses consist of
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two parts: a network ID and a host ID. Machines in the same geographical
location share common portions of the address, which allows routers to handle
addresses with the same prefix in the same manner. The Internet also provides a
name space to refer to machines connected to the Internet, for example tesla.
comm.toronto.edu. The name space also has a hierarchical structure, but it is
administrative and not used in the routing operation of the network. Automatic
translation of names to addresses is provided by the Domain Name System (DNS).

The transfer of individual blocks of information using datagrams can support
many applications. However, many applications also require the reliable transfer
of a stream of information in the correct sequence or order. The Transmission
Control Protocol (TCP) was developed to provide reliable transfer of stream
information over the connectionless IP. TCP operates in a pair of end hosts across
an IP internet. TCP provides for error and flow control on an end-to-end basis
that can deal with the problems that can arise because of lost, delayed, or mis-
delivered IP packets. TCP also includes a mechanism for reducing the rate at
which information is transmitted into a internet when congestion is detected.
TCP exemplifies the IP design principle, which is that complexity is relegated to
the edge of the network, where it can be implemented in the host computers.

Throughout the text we use the term Internet as defined by the Federal
Networking Council [FNC 1995]. Internet refers to the global information
system that

a. Is logically linked together by a global unique address space based on the Internet
Protocol (IP) or its subsequent extensions|follow-ons.

b. Is able to support communications using the Transmission Control Protocol/Internet
Protocol (TCP/IP) suite or its subsequent extensions/follow-ons, and/or other IP-
compatible protocols.

¢. Provides, uses, or makes accessible, either publicly or privately, high-level services
layered on the communications and related infrastructure described herein.

WHAT IS A DOMAIN NAME?

While each machine on a network has an IP address, this address usually
provides little information on the use of the machine or who owns it. To
make the addresses more meaningful to people, host names were introduced.
For example, the IP address 128.100.132.30 is not as informative as the cor-
responding domain name toronto.edu, which, of course, identifies a host
belonging to the University of Toronto.

Today host names are determined according to the DNS. The system uses
a hierarchical tree topology to reflect different administrative levels. Below the
root level are the familiar terms such as com, org, and edu as well as country
identifiers such as jp and ca for Japan and Canada, respectively. When written
linearly, the lowest level is the far-left term. Thus the domain name of the
Network Architecture Lab at the University of Toronto is nal.toronto.edu,
where nal is a subdomain of toronto.edu.

DNS is discussed further in Chapter 2.
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1.2.6 Discussion on Switching Approaches

We have seen three approaches to designing networks. Telegraph networks were
introduced primarily to show the continuity between them and modern computer
networks. We conclude the section on network design with a brief comparison of
circuit and packet switching. We address both of these topics in greater detail in
the remainder of the book, but it is worthwhile to make a few comparisons at this
point.

The telephone network was designed to provide real-time voice communica-
tions. Circuit switching provides this by setting up end-to-end paths across the
network that allow information to flow across the network with very low delay.
Circuit switching is well matched to the steady information flow of voice signals.
However, circuit switching is not suitable for the transfer of many types of data
traffic. The call setup introduces too much delay before information can be
transmitted. The bursty nature of data traffic also results in poor utilization of
the transmission capability provided by the dedicated connection. An additional
disadvantage of circuit switching is that it must maintain state information on all
its connections. The failure of a switching node or transmission line requires new
circuits to be completely set up.

The Internet uses connectionless packet switching to provide robustness with
respect to failures through its capability to reroute traffic around points of fail-
ure. Connectionless packet switching requires that transmission capability be
expended in the transfer of header information in every packet. This overhead
reduces the amount of transmission capacity available to transfer user informa-
tion. On the one hand, because connectionless packet switching avoids the call
setup delay of circuit switching, the former does not need to keep any state
information on connections. On the other hand, additional processing is required
to carry out the routing decision that has to be made for every packet.
Connectionless packet switching also requires the computers at the edge of the
network to deal with the effects of the unreliable nature of packet transfer.
Although TCP provides an effective mechanism for handling reliable and
ordered transfer, achieving low delay for real-time applications still poses a
challenge in the Internet. We will see how IP is developing to meet these
Quality-of-Service challenges in later chapters.

This section has described how networks emerge, evolve, and disappear. In
the late 1700s the visual telegraph network extended over thousands of kilo-
meters in Europe. This network vanished completely after the introduction of
the electric telegraph. The telegraph network was gradually displaced by the
telephone network over a period of many years. What does the future hold for
telephone networks and the Internet?

In Section 1.1 we described a broad range of services that networks can
provide. Some of these services are already provided, whereas others require
capabilities that cannot be met by existing networks. Since the mid-1970s an
effort has been underway to develop an ‘“‘integrated services” network design
that can provide traditional telephone services as well as data communication
services. The ATM network architecture discussed later in the book was
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developed to meet this requirement. The TCP/IP architecture of the Internet is
also evolving to meet this requirement. Both ATM and TCP/IP networks are
based on packet switching. However, ATM is connection-oriented, whereas IP is
connectionless. As we discuss the various essential functions of the network, one
of the recurring themes will be the comparison of these two approaches to net-
work design.

1.3 KEY FACTORS IN COMMUNICATION
NETWORK EVOLUTION

In the previous section we traced the evolution of communication networks from
telegraphy to the emerging integrated services networks. Before proceeding with
the technical details of networking, however, we pause to discuss factors that
influence the evolution of communication networks. Figure 1.19 shows the three
traditional factors: technology, regulation, and market. To these we add stan-
dards, a set of technical specifications followed by manufacturers or service
providers, as a fourth factor.

A traditional axiom of telecommunications was that a new telecommunica-
tions service could succeed only if three conditions were satisfied. First of all the
technology must be available to implement the service in a cost-effective manner.
Second, government regulations must permit such a service to be offered. Third,
the market for the service must exist. These three conditions were applicable in
the monopoly environment where a single provider made all the decisions
regarding design and implementation of the network. The move away from
single providers of network services and manufacturers of equipment made com-
pliance with recognized standards essential.

The availability of the technology to implement a service in and of itself does
not guarantee its success. Numerous failures in new service offerings can be
traced back to the nontechnology factors. Frequently new services fall in gray
areas where the regulatory constraints are not clear. For example, most regula-

FIGURE 1.19 Factors determining success of

a new service
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tory policies regarding television broadcasting are intended for radio broadcast
and cable systems; however, it is not clear that these regulations apply to televi-
sion over the Internet. Also, it is seldom clear ahead of time that a market exists
for a given new service. For example, the deployment of videotelephony has met
with failure several times in the past few decades due to lack of market.

1.3.1 Role of Technology

Technology always plays a role in determining what can be built. The capabilities
of various technologies have improved dramatically over the past two centuries.
These improvements in capabilities have been accompanied by reductions in
cost. As a result, many systems that were simply impossible two decades ago
have become not only feasible but also cost-effective.

Of course, fundamental physical considerations place limits on what tech-
nology can ultimately achieve. For example, no signal can propagate faster than
the speed of light, and hence there is a minimum delay or latency in the transfer
of a message between two points a certain distance apart. However, while
bounded by physical laws, substantial opportunities for further improvement
in enabling technologies remain.

The capabilities of a given technology can be traced over a period of time
and found to form an S-shaped curve, as shown in Figure 1.20a. During the
initial phase the capabilities of the technology improve dramatically, but even-
tually the capabilities saturate as they approach fundamental limitations. An
example of this situation is the capability of copper wires to carry information
measured in bits per second. As the capabilities of a given technology approach
saturation, innovations that provide the same capabilities but within a new
technology class arise. For example, as copper wire transmission approached
its fundamental limitation, the class of coaxial cable transmission emerged,
which in turn was replaced by the class of optical fiber transmission. The optical

Third type of
) >~ . .
A = mnvention
ks s
g g Second type of
8 8 invention
Initial class of
invention
Time Time

(a) (b)

FIGURE 1.20 Capability of a technology as an S curve
(based on Martin 1977)
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fiber class has much higher fundamental limits in terms of achievable transmis-
sion rates and its S curve is now only in the early phase. When the S curves for
different classes of technologies are superimposed, they form a smooth S curve
themselves, as shown in Figure 1.20b.

In discussing the evolution of network architecture in section 1.2, we referred
to the capability curve for information transmission shown in Figure 1.9.
The figure traces the evolution from telegraphy to analog telephony, computer
networks, digital telephony, and the currently emerging integrated services
networks. In the figure we also note various milestones in the evolution of
networking concepts. Early telegraphy systems operated at a speed equivalent
to tens of bits per second. Early digital telephone systems handled 24 voice
channels per wire, equivalent to about 1,500,000 bits per second. In 1997 optical
transmissions systems could handle about 500,000 simultaneous voice channels,
equivalent to about 10'° bits per second (10 gigabits per second)! In the year 2000
systems can operate at rates of 10'* bits per second (1 terabit per second) and
higher! These dramatic improvements in transmission capability have driven
the evolution of networks from telegraphy messaging to voice telephony and
currently to image and video communications.

In addition to information transmission capacity, a number of other key
technologies have participated in the development of communication networks.
These include signal processing technology and digital computer technology. In
particular, computer memory capacity and computer processing capacity play a
key role in the operation of network switches and the implementation of network
protocols. These two technologies have thus greatly influenced the development
of networks. For more than three decades now, computer technology has
improved at a rate that every 18 to 24 months the same dollar buys twice the
performance in computer processing, and computer storage. These improve-
ments have resulted in networks that not only can handle greater volumes of
information and greater data rates but also can carry out more sophisticated
processing and hence support a wider range of services.

It should be noted that the advances in capabilities in technology do not just
happen. They are due to the creativity of numerous engineers and scientists that
work relentlessly in pursuing these advances. It should also be noted that
advances in the core technologies are not the only factor in providing advances
in technology. The development of new algorithms to design, control, and man-
age large systems are key to handling the complexity associated with modern
systems. Indeed, most of this book is dedicated to presenting the key concepts
that are used in the design, control, and management of modern communication
networks.

1.3.2 Role of Regulation
Traditional communication services in the form of telephony and telegraphy

have been government regulated. Because of the high cost in deploying the
requisite infrastructure and the importance of controlling communications, gov-
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ernments often chose to operate communications networks as monopolies. The
planning of communication networks was done over time horizons spanning
several decades. This planning accounted for providing a very small set of
well-defined communication services, for example, telegraph and ““plain-old tele-
phone service” (POTS). These organizations were consequently not very well
prepared to introduce new services at a fast rate.

The last three decades have seen a marked move away from monopoly
environment for communications. The Carterfone decision by the U.S.
Federal Communications Commission (FCC) in 1968 opened the door for
the connection of non-telephone-company telephone equipment to the tele-
phone network. The breakup in 1984 of the AT&T system into an independent
long-distance carrier and a number of independent regional telephone operat-
ing companies opened the way for further competition. Initially, customers had
a choice of long-distance carriers. More recently, with the development of
wireless radio technologies and advances in cable TV systems, competition is
now possible in the access portion of the network, which connects the customer
to the main telephone backbone network. Indeed the Telecommunications Act
of 1996 opens the way for a far wider participation of established and
new companies in the development and deployment of new services and new
technologies.

The trend toward deregulation of telecommunications services has also
taken place on an international basis. Countries such as the United
Kingdom, New Zealand, and Australia in particular have experimented with
novel approaches to providing telecommunications services in a competitive
environment. As indicated above, the development of new technologies, wire-
less radio in particular, has enabled businesses to provide complete telecom-
munications services using entirely new technology infrastructures. In the third
world and in countries with emerging industries, these wireless technologies
have a cost advantage over the traditional wire-based systems and hence facil-
itate the introduction of competition by enabling the deployment of new alter-
native service providers.

In spite of the trend towards deregulation, telecommunications will prob-
ably never be entirely free of government regulation. For example, telephone
service is now considered an essential “lifeline” service in many countries, and
regulation plays a role in ensuring that access to a minimal level of service is
available to everybody. Regulation can also play a role in addressing the issue
of which information should be available to people over a communications
network. For example, many people agree that some measures should be
available to prevent children from accessing pornography over the Internet.
However, there is less agreement on the degree to which information should
be kept private when transmitted over a network. Should encryption be so
secure that no one, not even the government in matters of national security,
can decipher transmitted information? These questions are not easily
answered. The point here is that regulation on these matters will provide
a framework that determines what types of services and networks can be
implemented.
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1.3.3 Role of the Market

The existence of a market for a new service is the third factor involved in
determining the success of a new service. This success is ultimately determined
by a customer’s willingness to pay, which, of course, depends on the cost, useful-
ness, and appeal of the service. For a network-based service, the usefulness of the
service frequently depends on there being a critical mass of subscribers. For exam-
ple, telephone or e-mail service is of limited use if the number of reachable
destinations is small. In addition, the cost of a service generally decreases with
the size of the subscriber base due to economies of scale, for example, the cost of
terminal devices and their components. The challenge then is how to manage the
deployment of a service to first address a critical mass and then to grow to large
scale.

As examples, we will cite one instance where the deployment to large scale
failed and another where it succeeded. In the early 1970s a great amount of
investment was made in the United States in developing the Picturephone ser-
vice, which would provide audio-visual communications. The market for such a
service did not materialize. Subsequent attempts have also failed, and only
recently are we starting to see the availability of such a service piggybacking
on the wide availability of personal computers.

As a second example, we consider the deployment of cellular radio tele-
phony. The service, first introduced in the late 1970s, was initially deployed as
a high-end service that would appeal to a relatively narrow segment of people
who had to communicate while on the move. This deployment successfully
established the initial market. The utility of being able to communicate while
on the move had such broad appeal that the service mushroomed over a very
short period of time. The explosive growth in the number of cellular telephone
subscribers prompted the deployment of new wireless technologies.

1.3.4 Role of Standards

Standards are basically agreements, with industrywide, national, and possibly
international scope, that allow equipment manufactured by different vendors to
be interoperable. Standards focus on interfaces that specify how equipment is
physically interconnected and what procedures are used to operate across differ-
ent equipment. Standards applying to data communications between computers
specify the hardware and software procedures through which computers can
correctly and reliably “talk to one another.” Standards are extremely important
in communications where the value of a network is to a large extent determined
by the size of the community that can be reached. In addition, the investment
required in telecommunications networks is very high, and so network operators
are particularly interested in having the choice of buying equipment from mul-
tiple, competing suppliers, rather than being committed to buying equipment
from a single supplier.
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Standards can arise in a number of ways. In the strict sense, de jure standards
result from a consultative process that occurs on a national and possibly inter-
national basis. For example, many communication standards, especially for tele-
phony, are developed by the International Telecommunications Union (ITU),
which is an organization that operates under the auspices of the United
Nations. Almost every country has its own corresponding organization that is
charged with the task of setting national communication standards. In addition,
some standards are set by nongovernmental organizations. The TCP/IP protocol
suite and the Ethernet local area network are two examples of this type of
standard.’ De facto standards arise when a certain product, or class of products,
becomes dominant in a market. For example, personal computers based on Intel
microprocessors and the Microsoft Windows operating system are a standard in
this sense.

The existence of standards enables smaller companies to enter large markets
such as communication networks. These companies can focus on the develop-
ment of limited but key products that are guaranteed to operate within the
overall network. This environment results in an increased rate of innovation
and evolution of both the technology and the standards.

On a more fundamental level, standards provide a framework that can guide
the decentralized activities of the various commercial, industrial, and govern-
mental organizations involved in the development and evolution of networks.

1.4 BOOK OVERVIEW

This chapter provides the “big picture” of the communication network. We have
identified fundamental concepts that form the basis for the operation of these
networks. These fundamental concepts appear in various forms in different net-
work architectures. The particular form at any given time depends on the avail-
able technology and the prevailing commercial and regulatory environment.
Concepts appear, disappear, and reappear as demonstrated by the example of
the digital network in telegraphy that disappeared, only to reappear in the mod-
ern Internet. In the remainder of the text we systematically develop these funda-
mental concepts. We hope that the student will then be well prepared to deal with
future network architectures.

Chapter 2 begins with several examples that demonstrate how two familiar
applications—Web browsing and e-mail—make use of underlying communica-
tion services. These examples illustrate the fundamental concept of layering. We
then present a layered reference model for network design and we introduce the
notion of a network protocol. We use the Internet as an example of how this
layered design is implemented. The remainder of the book elaborates on the

3The Internet Engineering Task Force (IETF) is responsible for the development of Internet standards.
The IEEE.802 committee deals with LAN standards.
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details of these concepts and on how they are applied in present and emerging
network architectures. The student is encouraged to keep the big picture in mind
when delving into the detailed working of networks and their protocols. We also
include an optional section on UNIX sockets to show how applications can
access the TCP/IP communications services and to provide a basis for the devel-
opment of lab exercises. An optional section on useful TCP/IP applications is
also included.

Chapter 3 deals with the transmission systems required to transfer digital
information. The chapter begins with a brief discussion of the properties of text,
voice, images, and video in order to identify the basic transmission requirements
that a network handling these information flows must meet. The chapter then
considers the transmission capability of media and the fundamental limitations
and trade-offs inherent in digital transmission. The basic operation of modems is
investigated, and examples from various ‘“physical layer” standards are
described. The chapter concludes with an introduction to some error-detection
and -correction techniques that are used to provide error-free communications
over unreliable transmission links.

Chapter 4 introduces the transmission systems that form the basis for exist-
ing telephone and computer networks. The chapter discusses the operation of the
telephone network and the types of digital transmission capabilities that it can
provide. This chapter is placed here because from the point of view of computer
communications, the role of the telephone network is to provide physical con-
nections between computers. We believe that an understanding of the basics of
telephone networks is important as the Internet evolves to provide services
tranditionally offered by the telephone network, including telephony itself. The
chapter also introduces mobile cellular networks.

Chapter 5 begins with a discussion of peer-to-peer protocols that two end
stations can implement to provide reliable communication across an unreliable
link or an unreliable network. We consider other adaptation functions that can
be provided by peer-to-peer protocols, including flow control and timing recov-
ery. We then consider standards for the data link layer, which deals with the
transfer of frames of information between machines that are directly connected
by a physical link. We conclude with a discussion of how statistical multiplexing
can be used to share a physical link among several users.

Chapter 6 discusses the various classes of medium access control techniques
for sharing broadcast transmission media. The application of medium access
control techniques to LANSs, satellite networks, and wireless networks and rele-
vant standards are discussed. We also discuss the interconnection of LANs by
bridges.

In Chapter 7 we discuss the operation of packet-switching networks. We
discuss addressing and its interplay with routing table design. We also discuss
the design and operation of the network routing algorithms and protocols.
Shortest path and associated techniques are developed and applied to the routing
problem. We compare the connection-oriented and connectionless approaches to
packet switching, and we discuss the design of packet switches and routers. ATM
and IP are introduced as examples. We introduce the notion of packet scheduling
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and its role in providing Quality-of-Service. We also discuss the basic approaches
to providing congestion control in a packet network.

Chapter 8 builds on the previous chapter to provide a full discussion of TCP/
IP internets. The structure of the IP packet and the operation of the IP protocol
are described. Various protocols associated with IP are also discussed.
Approaches to providing sufficient IP addresses in the face of explosive growth
in the Internet are introduced. The structure of IPv6, the next version of this
protocol, is also discussed. We explain how the two transport layer protocols,
TCP and User Datagram Protocol (UDP), build on the connectionless packet
transfer service of IP to provide the communication services on which user appli-
cations are built. Protocols for the dynamic assignment of IP addresses and sup-
port for mobile users are also discussed. Finally, the principal IP routing
algorithms are introduced, and the extension to multicast routing is also discussed.

Chapter 9 also builds on Chapter 7 to provide a full discussion of ATM
networks. The ATM header and the operation of ATM networks is described.
The notion of a traffic connection contract to provide Quality-of-Service guar-
antees and the associated traffic control mechanisms are introduced. The role of
the adaptation layer in providing a variety of communication services to the user
is also discussed. Addressing and the signaling procedures to set up ATM con-
nections are also introduced, as well as routing protocols in ATM networks.

Chapter 10 considers advanced network architecture issues. Approaches for
operating IP over ATM networks are discussed. Approaches to achieving low
delay packet transfer and of providing Quality-of-Service guarantees in the
Internet are also discussed.

Chapter 11 addresses the issue of providing security in a network. Various
application scenarios are introduced, and several types of security services are
discussed. The recent set of standards for providing security services as part of IP
are also introduced. Finally, we introduce cryptographic algorithms and explain
how they are incorporated into network security protocols.

Chapter 12 deals with the representation of multimedia information and the
requirements multimedia services impose on the underlying network. The chapter
discusses the techniques used in converting analog information into digital form.
Methods for achieving efficient representations for all forms of digital informa-
tion are also discussed. The applications of these techniques to fax, digital voice,
image, and video and the relevant standards are discussed. The Real-Time
Transport Protocol (RTP) for supporting real-time multimedia services over IP
is introduced. Associated session control protocols for establishing and control-
ling real-time sessions are introduced and related to the issue of providing tele-
phone service across the Internet and conventional telephone networks.

The book ends with an epilogue that cites several active areas of develop-
ment that are likely to profoundly affect future network architectures. The
student is encouraged to track these developments.

Performance evaluation is a key aspect of network design. Throughout the
text we discuss performance issues. In Appendix A we carry out a development
of network models that parallels the discussion of performance issues in the text.
Courses that include performance modeling can readily incorporate these
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sections into the syllabus. Network management is the set of activities that deal
with the monitoring and maintenance of the many processes and resources that
are required for a network to function correctly. In Appendix B we give an
overview of network management protocols that are used to describe and
exchange management information.

CHECKLIST OF IMPORTANT TERMS

access network

addressing

backbone network

best-effort service

bursty

circuit switching
communication network
congestion control
connection-oriented
connectionless packet transfer
datagram

Domain Name System (DNS)
encapsulation

error-control techniques
Ethernet

forwarding

framing

gateway

hierarchical address space
hierarchical network topology

Hypertext Transfer Protocol (HTTP)

information representation
information transmission rate

International Telecommunications Union
(ITU)

Internet

internetwork or internet

Internet Protocol (IP)

local area network (LAN)

message switching

multiplexing

numbering system

packet switching

Quality-of-Service (QoS)

routers

routing

services

signaling

statistical multiplexing

switch

Transmission Control Protocol (TCP)

transmission system

uniform resource locator (URL)

virtual circuit (VC)

wide area network (WAN)

World Wide Web (WWW)
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PROBLEMS

1. a. Describe the step-by-step procedure that is involved from the time you deposit a letter
in a mailbox to the time the letter is delivered to its destination. What role do names,
addresses, and mail codes (such as ZIP codes or postal codes) play? How might the
letter be routed to its destination? To what extent can the process be automated?

b. Repeat part (a) for an e-mail message. At this point you may have to conjecture
different approaches about what goes on inside the computer network.
c. Are the procedures in parts (a) and (b) connection-oriented or connectionless?

2. a. Describe what step-by-step procedure might be involved inside the network in making
a telephone connection.

b. Now consider a personal communication service that provides a user with a personal

telephone number. When the number is dialed, the network establishes a connection to
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wherever the user is located at the given time. What functions must the network now
perform to implement this service?

. Explain how the telephone network might modify the way calls are handled to provide the

following services:

a. Call display: the number and/or name of the calling party is listed on a screen before
the call is answered.

b. Call waiting: a special sound is heard when the called party is on the line and another
user is trying to reach the called party.

c. Call answer: if the called party is busy or after the phone rings a prescribed number of
times, the network gives the caller the option of leaving a voice message.

d. Three-way calling: allows a user to talk with two other people at the same time.

a. Suppose that the letter in problem 1 is sent by fax. Is this mode of communications
connectionless or connection-oriented? real-time or non-real-time?
b. Repeat part (a) for a voice-mail message left at a given telephone.

. Suppose that network addresses are scarce and are assigned so that they are not globally

unique; in particular, suppose that the same block of addresses may be assigned to mul-
tiple organizations. How can the organizations use these addresses? Can users from two
such organizations communicate with each other?

. Explain the similarity between the domain name system and the telephone directory

service.

. Consider the North American telephone-numbering plan discussed in the chapter. Could

this numbering plan be used to route packets among users connected to the telephone
network?

. a. Describe the similarities and differences in the services provided by (1) a music program

delivered over broadcast radio and (2) music delivered by a dedicated CD player.
b. Describe how these services might be provided and enhanced by providing them
through a communications network.

a. Use the World Wide Web to visit the sites of several major newspapers. How are these
newspapers changing the manner in which they deliver news over the Internet?

b. Now visit the Web sites of several major television networks. How are they changing
the manner in which they deliver news over the Internet? What differences, if any, exist
between the approaches taken by television networks and newspapers?

Discuss the advantages and disadvantages of transmitting fax messages over the Internet
instead of the telephone network.

a. Suppose that an interactive video game is accessed over a communications network.
What requirements are imposed on the network if the network is connection-oriented?
connectionless?

b. Repeat part (a) if the game involves several players located at different sites.

c. Repeat part (b) if one or more of the players is in motion, for example, kids in the back
of the van during a summer trip.
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Discuss the similarities between the following national transportation networks and a
communications network. Is the transportation system more similar to a telephone net-
work or to a packet network?

a. Railroad network.

b. Airline network.

c. Highway system.

d. Combination of (a), (b), and (c).

In the 1950s standard containers were developed for the transportation of goods. These
standard containers could fit on a train car, on a truck, or in specially designed container
ships. The standard size of the containers makes it possible to load and unload them much
more quickly than non-standard containers of different sizes. Draw an analogy to packet-
switching communications networks. In your answer identify what might constitute a
container and speculate on the advantages that may come from standard-size information
containers.

The requirements of world commerce led to the building of the Suez and Panama Canals.
What analogous situations might arise in communication networks?

Two musicians located in different cities want to have a jam session over a communication
network. Find the maximum possible distance between the musicians if they are to interact
in real-time, in the sense of experiencing the same delay in hearing each other as if they
were 10 meters apart. The speed of sound is approximately 330 meters/second, and assume
that the network transmits the sound at the speed of light in cable, 2.3 x 10® meters/
second.

The propagation delay is the time required for the energy of a signal to propagate from

one point to another.

a. Find the propagation delay for a signal traversing the following networks at the speed
of light in cable (2.3 x 10° meters/second):

a circuit board 10 cm

a room 10 m

a building 100 m

a metropolitan area 100 km

a continent 5000 km

up and down to a geostationary satellite 2 x 36,000 km

b. How many bits are in transit during the propagation delay in the above cases if bits are
entering the above networks at the following transmission speeds: 10,000 bits/second; 1
megabit/second; 100 megabits/second; 10 gigabits/second.

In problem 16, how long does it take to send an L-byte file and to receive a 1-byte
acknowledgment back? Let L =1, 103, 10%, and 10° bytes.

BYTE, April 1995, gives the following performance and complexity of Intel x86 proces-
sors:

1978 8086 0.33 Dhrystone MIPs 29,000 transistors
1982 286 1.2 Dhrystone MIPs 134,000 transistors
1985 386 5 Dhrystone MIPs 275,000 transistors
1989 486 20 Dhrystone MIPs 1.2 million transistors
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1993 Pentium 112 Dhrystone MIPs 3.1 million transistors

1995 Po6 250+ Dhrystone MIPs 5.5 million transistors
Plot performance and complexity versus time in a log-linear graph and compare it to the
growth rate discussed in the text. Access the Intel Web site, http://www.intel.com, to get
updated figures on their processors.

Use your Web browser to access a search engine and retrieve the article ““A Brief History
of the Internet” by Leiner, Cerf, Clark, Kahn, Kleinrock, Lynch, Postel, Roberts, and
Wolff. Answer the following questions:

. Who was J. Licklider, and what was his “galactic network” concept?

. Who coined the term packet?

. What (who?) is an IMP?

. Did the ARPANET use NCP or TCP/IP?

. Was packet voice proposed as an early application for Internet?

How many networks did the initial IP address provide for?

o oo o

Use your Web browser to access a search engine and retrieve the following presentation
from the ACM 97 conference: “The Folly Laws of Predictions 1.0” by Gordon Bell.
Answer the following questions:
a. At what rate have processing, storage, and backbone technologies improved since
1950? How does this rate compare to advances in telephony?
. What is Moore’s Law?
. What’s the point of making predictions?
. What is the difficulty in anticipating trends that have exponential growth?
Who was Vannevar Bush, and why is he famous?
What is the size in bytes of each frame in this presentation? What is the size in bytes of
the audio clip for a typical frame? What is the size of the video clip for a typical scene?

mo a6 o

Use your Web browser to access cnn.com and play a news video clip. Speculate about how
the information is being transported over the Internet. How does the quality of the audio
and video compare to that of broadcast or cable television?

The official standards of the Internet community are published as a Request for
Comment, or RFC. Use your Web browser to access the IETF Web page, http://www.
ietf.org.

a. Find and retrieve the RFC titled “Internet Official Protocol Standards.”” This RFC had
number 2400 at the time of writing. This RFC gives the state of standardization of the
various Internet protocols. What is the state and standard number of the following
protocols: IP, UDP, TCP, TELNET, FTP, DNS, ARP?

b. Find and retrieve the RFC titled ““Assigned Numbers.”” This RFC, number 1700 at the
time of writing, contains all the numbers and constants that are used in Internet
protocols. What are the port numbers for Telnet, ftp, and http?
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CHAPTER 2

Applications and Layered Architectures

architecture, n. Any design or orderly arrangement perceived by man.
design, n. The invention and disposition of the forms, parts, or details of something
according to a plan.'

Communication networks can be called upon to support an extremely wide range
of services. We routinely use networks to talk to people, to send e-mail, to
transfer files, and to retrieve information. Business and industry use networks
to carry out critical functions, such as the transfer of funds and the automated
processing of transactions, and to query or update database information.
Increasingly, the Internet is also being used to provide “broadcast” services
along the lines of traditional radio and television. It is clear then that the network
must be designed so that it has the flexibility to provide support for current
services and to accommodate future services. To achieve this flexibility, an overall
network architecture or plan is necessary.

The overall process of enabling two devices to communicate effectively
across a network is extremely complex. In Chapter 1 we identified the many
functions that are required to enable effective communication. Early network
designers recognized the need to develop architectures that would organize these
functions into a coherent form. As a result, in the early 1970s various computer
companies developed proprietary network architectures. A common feature to
all of these was the grouping of the communication functions into related and
manageable sets called layers. We use the term network architecture to refer to a
set of protocols that specify how every layer is to function.

'Definitions are from The American Heritage Dictionary of the English Language, Houghton Mifflin Co.,
1978.
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44 CHAPTER 2 Applications and Layered Architectures

The decomposition of the overall communications problem into a set of
layers resulted in a number of benefits. First of all, the design process was
simplified once the functions of the layers and their interactions were defined
clearly. Second, the layered approach led to flexibility in modifying and devel-
oping the network. In contrast, a monolithic approach to network design in
which a single large body of software met all the network requirements at a
given point in time would quickly become obsolete and also would be extremely
difficult and expensive to modify. The layered approach accommodates incre-
mental changes much more readily.

In this chapter we develop the notion of a layered architecture, and we
provide examples from TCP/IP, the most important current network architec-
ture. The discussion is organized as follows:

e Web browsing and e-mail applications are used to demonstrate the operation
of a protocol within a layer and how it makes use of underlying communica-
tion services.

e The Open Systems Interconnection (OSI) reference model is discussed to show
how the overall communication process can be organized into functions that
are carried out in seven layers.

e The TCP/IP architecture is introduced and compared to the OSI reference
model.

o The big picture is completed by presenting a detailed end-to-end example that
shows how the various layers work in a typical TCP/IP internet.

Two optional sections present material that is useful in developing lab exercises
and experiments involving TCP/IP:

e Berkeley sockets, which allow the student to write applications that use the
services provided by the TCP/IP protocols.
o Additional TCP/IP applications and utilities.

2.1 EXAMPLES OF LAYERING

This section uses concrete examples to illustrate what is meant by a protocol and
to show how layers interact. Together the examples also show the advantages of
layering. The examples use two familiar applications, namely, e-mail and Web
browsing. We present a simplified discussion of the associated protocols. Our
purpose here is to relate familiar applications to the underlying network services
that are the focus of this textbook.

All the examples discussed in this section involve a client/server relationship.
A server process waits for incoming requests by listening to a port. Client pro-
cesses make requests as required. The servers provide responses to those requests.
The server software usually runs in the background and is referred to as a
daemon. For example, httpd refers to the server daemon for HTTP.
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Example

HTTP and Web Browsing

Let us consider the example of browsing through the World Wide Web intro-
duced earlier in Chapter 1. The HyperText Transfer Protocol (HTTP) specifies
rules by which the client and server interact so as to retrieve a document. The
rules also specify how the request and response are phrased. The protocol
assumes that the client and server can exchange messages directly. In general,
the client software needs to set up a two-way connection prior to the HTTP
request.

Table 2.1 shows the sequence of events that are involved in retrieving a docu-
ment. In step 1 a user selects a document by clicking on its corresponding link.
For example, the browser may extract the URL associated with the following
link:

http://www.comm.utoronto.ca/infocom/index.html

The client software must usually carry out a Domain Name System (DNS) query
to determine the IP address corresponding to the host name, www.comm.
utoronto.ca. (We discuss how this query is done in the next example.) The
client software then sets up a TCP connection with the WWW server (identified
by port 80) at the given IP address (step 2). The client end identifies itself by an
“ephemeral” port number that is used only for the duration of the connection.

After the connection is established, the client uses HTTP to request a docu-
ment (step 3). The request message specifies the method or command (GET), the

Event Message content

1. User selects document.

2. Network software of client locates the server
host and establishes a two-way connection.

3. HTTP client sends message requesting
document.

4. HTTP daemon listening on TCP port 80
interprets message.

GET/infocom/index.html HTTP/1.0

. HTTP daemon sends a result code and a
description of the information that the client
will receive.

. HTTP daemon reads the file and sends the
requested file through the TCP port.

. HTTP daemon disconnects the connection.
. Text is displayed by client browser, which
interprets the HTML format.

HTTP/1.1 200 OK

Server: Apache/1.2.5 FrontPage
3.0.4

Content-Length: 414

Content-Type: text/html

<html>

<head>

<title>

IEEE Infocom '99 - The Future is
Now. ..

L 4

| e-Text Main Menu

TABLE 2.1 Retrieving a document from the Web
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FIGURE 2.1 HTTP client

server interaction

HTTP Request —> HTTP
client server

<—Response

document (infocom/index.html), and the protocol version that the browser is
using (HTTP/1.0). The server daemon identifies the three components of the
message and attempts to locate the file (step 4).

In step 5 the daemon sends a status line and a description of the information
that it will send. Result code 200 indicates that the client request was successful
and that the document is to follow. The message also contains information about
the server software, the length of the document (414 bytes), and the content type
of the document (text/html). If the request was for an image, the type might be
image/gif. If the request is not successful, the server sends a different result code,
which usually indicates the type of failure, for example, 404 when a document is
not found.

In step 6 the HTTP daemon sends the file over the TCP connection and then
proceeds to close the connection (step 7). In the meantime, the client receives the
file and displays it (step 8). To fetch images that may follow the above document,
the browser must initiate additional TCP connections followed by GET interac-
tions.?

The HTTP example clearly indicates that a protocol is solely concerned with
the interaction between the two peer processes, that is, the client and the server.
The protocol assumes that the message exchange between peer processes occurs
directly as shown in Figure 2.1. Because the client and server machines are not
usually connected directly, a connection needs to be set up between them. In the
case of HTTP, we require a two-way connection that transfers a stream of bytes
in correct sequential order and without errors. The TCP protocol provides this
type of communication service between two machines connected to a network.
Each HTTP process inserts its messages into a buffer, and TCP transmits the
contents of the buffer to the other TCP process in blocks of information called
segments, as shown in Figure 2.2. Each segment contains port number informa-
tion in addition to the HTTP message information. HTTP is said to use the
service provided by TCP in an underlying layer. Thus the transfer of messages
between HTTP client and server in fact is virtual and occurs indirectly via the
TCP connection as shown in Figure 2.2. Later you will see that TCP, in turn,
uses the service provided by IP.

’The student may verify the above message exchange by using a Telnet program. See problem 49.
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atte | > HTTP FIGURE 2.2 TCP provides a pipe between
. the HTTP client and HTTP server
client server
€ — e
Ephemeral
Port # | Y i , Port 80
Get |80, #
—
TCP TCP

Example—DNS Query

The HTTP example notes that the client needs to first perform a DNS query to
obtain the IP address corresponding to the domain name. This step is done by
sending a message to a DNS server. The DNS is a distributed database that
resides in multiple machines on the Internet and is used to convert between
names and addresses and to provide e-mail routing information. Each machine
maintains its own database and acts as a DNS server that other systems can
query. A protocol has been defined whereby a DNS query can initiate a series of
interactions in the DNS system to resolve a name or address. We now consider a
simple case where the resolution takes place in the first server. Table 2.2 shows
the basic steps required for this example.

After receiving the address request, a process in the host, called the resolver,
composes the message shown in step 2 and sends it to the local server using the
User Datagram Protocol (UDP) communication service. The OPCODE value in
the header indicates that the message is a standard query. The question portion
of the query contains the following information: QNAME identifies the domain
name that is to be translated. The DNS server can handle a variety of queries,
and the type is specified by QTYPE. In the example, QTYPE=A requests a
translation of a name to an IP address. QCLASS requests an Internet address
(some name servers handle non-IP addresses).

The message returned by the server has the Response and Authoritative
Answer bits set in the header. This setting indicates that the response comes
from an authority that manages the domain name. The question portion is
identical to that of the query. The answer portion contains the domain name
for which the address is provided. This portion is followed by the Time-to-Live
field, which specifies the time in units of seconds that this information is to be
cached by the client. Next are the two values for QCLASS and QTYPE. IN again
indicates that it is an Internet address. Finally, the address of the domain name is
given.

In this example the DNS query and response messages are transmitted by
using the communication service provided by the User Datagram Protocol.
The UDP client attaches a header to the user information to provide port
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Event Message content

1. Application requests name to address
translation.
2. Resolver composes query message. Header: OPCODE=SQUERY
Question:
ONAME=tesla.comm.toronto.edu.,
QCLASS=IN, QTYPE=A
3. Resolver sends UDP datagram encapsulating
the query message.
4. DNS server looks up address and prepares Header: OPCODE=SQUERY, RESPONSE,
response. AA
Question: QNAME=
tesla.comm.toronto.edu.,
QCLASS=IN, QTYPE=A
Answer: tesla.comm.toronto.edu.
86400 IN A 128.100.11.56
5. DNS sends UDP datagram encapsulating the
response message.

TABLE 2.2 DNS query and response

information (port 53 for DNS) and encapsulates the resulting block in an IP
packet. The UDP service is connectionless; no connection setup is required, and
the datagram can be sent immediately. Because DNS queries and responses
consist of short messages, UDP is ideally suited for conveying them.

The DNS example shows again how a protocol, in this case the DNS query
protocol, is solely concerned with the interaction between the client and server
processes. The example also shows how the transfer of messages between client
and server, in fact, is virtual and occurs indirectly via UDP datagrams.

SMTP and E-mail

Finally, we consider an e-mail example, using the Simple Mail Transfer Protocol
(SMTP). Here a mail client application interacts with a local SMTP server to
initiate the delivery of an e-mail message. The user prepares an e-mail message
that includes the recipient’s e-mail address, a subject line, and a body. When the
user clicks Send, the mail application prepares a file with the above information
and additional information specifying format, for example, plain ASCII or
MIME extensions to encode non-ASCII information. The mail application has
the name of the local SMTP server and may issue a DNS query for the IP
address. Table 2.3 shows the remaining steps involved in completing the transfer
of the e-mail message to the local SMTP server.

Before the e-mail message can be transferred, the application process must set
up a TCP connection to the local SMTP server (step 1). Thereafter, the SMTP
protocol is used in a series of exchanges in which the client identifies itself, the
sender of the e-mail, and the recipient (steps 2-8). The client then transfers the
message that the SMTP server accepts for delivery (steps 9-12) and ends the mail
session. The local SMTP server then repeats this process with the destination

Example
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. The mail application establishes a TCP

connection (port 25) to its local SMTP server.

. SMTP daemon issues the following message

to the client, indicating that it is ready to
receive mail.

. Client sends a HELO message and identifies

itself.

. SMTP daemon issues a 250 message,

indicating the client may proceed.

. Client sends sender’s address.

. If successful, SMTP daemon replies with a

250 message.

7. Client sends recipient’s address.

. A 250 message is returned.

. Client sends a DATA message requesting

permission to send the mail message.

220 tesla.comm.toronto.edu ESMTP
Sendmail 8.9.0/8.9.0; Thu,
2 Jul 1998 05:07:59 -0400 (EDT)
HELO bhaskara.comm.utoronto.ca

250 tesla.comm.toronto.edu Hello
bhaskara.comm [128.100.10.9]7,
pleased to meet you

MAIL FROM:

<banerjea@comm.utoronto.ca>

250 <banerjea@comm.utoronto.ca>...

Sender ok
RCPT TO: <alg@nal.utoronto.ca>
250 <alg@nal.utoronto.ca>...
Recipient ok
DATA

10. The daemon sends a message giving the client 354 Enter mail, end with “‘.’’ on
permission to send. a line by itself

11. Client sends the actual text. Hi Al,

This section on email sure needs
a lot of work...

12. Daemon indicates that the message is accepted 250 FAA00803 Message accepted for
for delivery. A message ID is returned. delivery

13. Client indicates that the mail session is over.  QUIT

14. Daemon confirms the end of the session. 221 tesla.comm.toronto.edu

closing connection

TABLE 2.3 Sending e-mail

SMTP server. To locate the destination SMTP server, the local server may have
to perform a DNS query of type MX (mail exchange). SMTP works best when
the destination machine is always available. For this reason, users in a PC
environment usually retrieve their e-mail from a mail server using the Post
Office Protocol (POP) instead.

The e-mail, DNS query, and HTTP examples show how multiple protocols
can operate by using the communication services provided by the TCP and UDP
protocols. In fact, both TCP and UDP operate by using the connectionless
packet network service provided by IP. Indeed, an entire suite of protocols has
been developed to operate on top of IP, thereby demonstrating the usefulness of
the layering concept. New services can be quickly developed by building on the
services provided by existing layer protocols.
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2.2 THE OSI REFERENCE MODEL

The early network architectures developed by various computer vendors were
not compatible with each other. This situation had the effect of locking in
customers with a single vendor. As a result, there was pressure in the 1970s
for an open systems architecture that would eventually lead to the design of
computer network equipment that could communicate with each other. This
desire led to an effort in the International Organization for Standardization
(ISO) first to develop a reference model for open systems interconnection (OSI)
and later to develop associated standard protocols. The OSI reference model
provided a framework for talking about the overall communications process and
hence was intended to facilitate the development of standards. The reference
model incorporated much of the available knowledge from the research commu-
nity and has served a useful role in network design for more than two decades.

2.2.1 Unified View of Layers, Protocols, and Services

The OSI reference model partitions the overall communication process into func-
tions that are carried out by various layers. In each layer a process on one
machine carries out a conversation with a peer process on the other machine,
as shown in Figure 2.3. In OSI terminology the processes at layer n are referred
to as layer n entities. Layer n entities communicate by exchanging protocol data
units (PDUs). Each PDU contains a header, which contains protocol control
information, and usually user information in the form of a service data unit
(SDU). The behavior of the layer n entities is governed by a set of rules or
conventions called the layer n protocol. In the HTTP example the HTTP client
and server applications acted as peer processes. The processes that carry out the
transmitter and receiver functions of TCP also constitute peer processes at the
layer below.

The communication between peer processes is virtual in the sense that no
direct communication link exists between them. For communication to take place,
the layer n+ 1 entities make use of the services provided by layer n. The transmis-
sion of the layer n+ 1 PDU is accomplished by passing a block of information
from layer n+1 to layer n through a software port called the layer n service
access point (SAP), as shown in Figure 2.4. Each SAP is identified by a unique
identifier. The block of information consists of control information and a layer n

FIGURE 2.3 Peer-to-peer

n-PDUs communication
n T~ n
entity entity
[T 1]
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_________ > FIGURE 2.4 Layer services
n+1 n+1
entity entity
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n-SDU n-SDU
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SDU, which is the layer n+1 PDU itself. The layer n entity uses the control
information to form a header that is attached to the SDU to produce the layer n
PDU. Upon receiving the layer n PDU, the layer n peer process uses the header
to execute the layer n protocol and, if appropriate, to deliver the SDU to the
corresponding layer n+ 1 entity. The communication process is completed when
the SDU (layer n+ 1 PDU) is passed to the layer n+ 1 peer process.’

In principle, the layer n protocol does not interpret or make use of the
information contained in the SDU.* We say that the layer n SDU, which is
the layer n+1 PDU, is encapsulated in the layer n PDU. This process of encap-
sulation narrows the scope of the dependencies between adjacent layers to the
service definition only. In other words, layer n+ 1, as a user of the service
provided by layer n, is only interested in the correct execution of the service
required to transfer its PDUs. The details of the implementation of the layers
below layer n+ 1 are irrelevant.

The service provided by layer n typically involves accepting a block of infor-
mation from layer n + 1, transferring the information to its peer processes, which
in turn delivers the block to the user at layer n+ 1. The service provided by a
layer can be connection oriented or connectionless. A connection-oriented service
has three phases.

1. Establishing a connection between two layer n SAPs. The setup involves
negotiating connection parameters as well as initializing ‘“‘state information”
such as the sequence numbers, flow control variables, and buffer allocations.

2. Transferring n-SDUs using the layer n protocol.

3. Tearing down the connection and releasing the various resources allocated to
the connection.

Connectionless service does not require a connection setup, and each SDU is
transmitted directly from SAP to SAP. In this case the control information

31t may be instructive to reread this paragraph where a DNS query message constitutes the layer n+ 1
PDU and a UDP datagram constitutes the layer n PDU.
4On the other hand, accessing some of the information “hidden” inside the SDU can sometimes be useful.
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that is passed from layer n+ 1 to layer n must contain all the address information
required to transfer the SDU.

In the HTTP example in Section 2.1 the HTTP client process uses the ser-
vices provided by TCP to transfer the HTTP PDU, which consists of the request
message. A TCP connection is set up between the HTTP client and server pro-
cesses, and the TCP transmitter/receiver entities carry out the TCP protocol to
provide a reliable message stream service for the exchange of HTTP PDUs. The
TCP connection is then released after the HTTP response is received.

The services provided by a layer can be confirmed or unconfirmed depending
on whether the sender must eventually be informed of the outcome. For example,
connection setup is usually a confirmed service. Note that a connectionless ser-
vice can be confirmed or unconfirmed depending on whether the sending entity
needs to receive an acknowledgment.

Information exchanged between entities can range from a few bytes to multi-
megabyte blocks or continuous byte streams. Many transmission systems impose
a limit on the maximum number of bytes that can be transmitted as a unit. For
example, Ethernet LANs have a maximum transmission size of approximately
1500 bytes. Consequently, when the number of bytes that needs to be transmitted
exceeds the maximum transmission size of a given layer, it is necessary to divide
the bytes into appropriate-sized blocks.

In Figure 2.5a a layer n SDU is too large to be handled by the layer n—1, and
so segmentation and reassembly are applied. The layer n SDU is segmented into
multiple layer n PDUs that are then transmitted using the services of layer n—1.
The layer n entity at the other side must reassemble the original message from the
sequence of layer n PDUSs it receives.

On the other hand, it is also possible that the layer n SDUs are so small as to
result in inefficient use of the layer n—1 services, and so blocking and unblocking
may be applied. In this case, the layer n entity may block several layer n SDUs
into a single layer n PDU as shown in Figure 2.5b. The layer n entity on the other
side must then unblock the received PDU into the individual SDUs.

(a) Segmentation Reassembly
[ n-PDU | [ n-PDU | | n-PDU | [ n-PDU | [ n-PDU | | n-PDU |
(b) Blocking Unblocking
[ n-SDU | [ n-SDU | [ n-SDU | [ n-SDU | [ n-SDU | [ n-SDU |

FIGURE 2.5 Segmentation/reassembly and blocking/unblocking
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2.2.2 The Seven-Layer Model

In addition to clarifying the notions of protocols, layers, and the interlayer
interactions, the OSI activity produced a reference model. The OSI reference
model divides the basic communication functions into the seven layers shown
in Figure 2.6. Here it is assumed that application A in one computer iS commu-
nicating with application B in another computer. Applications A and B com-
municate using an application layer (layer 7) protocol. The purpose of the
application layer is to provide services that are frequently required by applica-
tions that involve communications. In the WWW example the browser applica-
tion uses the HTTP application layer protocol to access a WWW document.
Application layer protocols have been developed for file transfer, virtual terminal
(remote login), e-mail, name service, network management, and other
applications.

The presentation layer is intended to provide the application layer with inde-
pendence from differences in the representation of data. In principle, the pre-
sentation layer should first convert the machine-dependent information provided
by application A into a machine-independent form and later convert the
machine-independent form into a machine-dependent form suitable for applica-
tion B. For example, different computers use different codes for representing
characters and integers and also different conventions as to whether the first or
last bit is the most significant bit.

Application A Application B
Application Application
layer layer
Presentation Presentation
layer layer
Session Session
layer layer
Transport Transport
layer Communication network layer
Network / Network Network \ Network
layer layer layer layer
Data link Data link Data link Data link
layer layer layer layer
Physical Physical Physical Physical
layer layer layer layer

Electrical and/or optical signals

FIGURE 2.6 The OSI reference model
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The session layer enhances a reliable transfer service provided by the trans-
port layer by providing dialogue control. The session layer can be used to control
the manner in which data is exchanged. For example, certain applications require
a half-duplex dialogue where the two parties take turns transmitting information.
Other applications require the introduction of synchronization points that can be
used to mark the progress of an interaction and can serve as points from which
error recovery can be initiated. For example, this type of service may be useful in
the transfer of very long files over connections that have short times between
failures.

The transport layer is responsible for the end-to-end transfer of messages
from a session entity in the source machine to a session entity in the destina-
tion machine. The transport layer protocol involves the transfer of transport
layer PDUs called segments and is carried out only in the end computer sys-
tems. The transport layer uses the services offered by the underlying network to
provide the session layer with a transfer of messages that meets a certain
quality of service. The transport layer can provide a variety of services. At
one extreme a connection-oriented service can provide error-free transfer of a
sequence of bytes or messages. The associated protocol carries out error detec-
tion and recovery, and sequence and flow control. At the other extreme an
unconfirmed connectionless service provides for the transfer of individual mes-
sages. In this case the role of the transport layer is to provide the appropriate
address information so that the messages can be delivered to the appropriate
destination session layer entity. Transport layers may be called upon to do
segmentation and reassembly or blocking and unblocking to match the size
of the messages produced by the session layer to the packet sizes that can be
handled by the network layer.

Processes typically access the transport layer through socket interfaces. We
discuss the socket interface in the Berkeley UNIX application programming
interface (API) in an optional section at the end of this chapter.

The transport layer can be responsible for setting up and releasing connec-
tions across the network. To optimize the use of network services, the transport
layer may multiplex several transport layer connections onto a single network
layer connection. On the other hand, to meet the requirements of a high-
throughput transport layer connection, the transport layer may use splitting to
support its connection over several network layer connections.

Note from Figure 2.6 that the top four layers are end to end and involve the
interaction of peer processes across the network. The lower three layers involve
interaction of peer-to-peer processes across a single hop.

The network layer provides for the transfer of data in the form of packets
across the communication network. A key aspect of this transfer is the routing of
the packets from the source machine to the destination machine, typically tra-
versing a number of transmission links and network nodes where routing is
carried out. By routing we mean the procedure that is used to select a path across
the network. The nodes in the network must work together to perform the
routing effectively. This function makes the network layer the most complex
layer in the reference model. The network layer is also responsible for dealing
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with the congestion that occurs from time to time because of temporary surges in
packet traffic.

When the two machines are connected to the same packet-switching net-
work, as in Figure 2.7, a single routing procedure is used. However, when the
two machines are connected to different networks, the transfer of data must
traverse two or more networks that possibly differ in their internal routing. In
this case internetworking procedures are necessary to route the data between
gateways that connect the intermediate networks, as shown below in Figure
2.8. The internetworking procedures must also deal with differences in addres-
sing and differences in the size of the packets that are handled within each net-
work. This internet sublayer of the network layer assumes the responsibility for
hiding the details of the underlying network(s) from the upper layers. This func-
tion is particularly important given the large and increasing number of available
network technologies for accomplishing packet transfer.

As shown in Figure 2.6, each intermediate node in the network must imple-
ment the lower three layers. Thus one pair of network layer entities exists for
each hop of the path required through the network.

The data link layer provides for the transfer of frames (blocks of informa-
tion) across a transmission link that directly connects two nodes. The data link
layer inserts framing information to indicate the boundaries of the frames. It
also inserts control and address information in the header and check bits to
enable recovery from transmission errors, as well as flow control. The data link
control is particularly important when the transmission link is prone to trans-
mission errors. Historically, the data link layer included the case where multiple
terminals are connected to a host computer in point-to-multipoint fashion. (In
Chapter 5 we discuss High-level Data Link Control (HDLC) and Point-to-
Point Protocol (PPP), which are two standard data link controls that are in
wide use.)

The OSI data link layer was defined so that it included the functions of
LANSs. The notion of a link, then, includes the case where multiple nodes are

PS = packet switch
C = computer

FIGURE 2.7 A packet-switching network using a uniform
routing procedure
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G = gateway/router

FIGURE 2.8 An internetwork

connected to a broadcast medium. As before, frames flow directly between
nodes. A medium access control procedure is required to coordinate the transmis-
sions from the machines into the medium. Later in this chapter we discuss how
the Ethernet LAN standard addresses this case.

The physical layer deals with the transfer of bits over a communication
channel, for example, copper wire pairs, coaxial cable, radio, or optical fiber.
The layer is concerned with the particular choice of system parameters such as
voltage levels and signal durations. The layer is also concerned with the set up
and release of the physical connection as well as with mechanical aspects such as
socket type and number of pins.

Earlier in this section we noted that each layer adds a header, and possibly a
trailer, to the SDU it accepts from the layer above. Figure 2.9 shows the headers
and trailers that are added as a block of application data works its way down the
seven layers. At the destination each layer reads its corresponding header to
determine what action to take and eventually passes the SDU to the layer
above after removing the header and trailer.

In addition to defining a reference model, an objective of the ISO activity
was the development of standards for computer networks. This objective entailed
specifying the particular protocols that were to be used in various layers of the
OSI reference model. However, in the time that it took to develop the OSI
protocol standards, the TCP/IP network architecture emerged as an alternative
for OSI. The free distribution of TCP/IP as part of the Berkeley UNIX™® ensured
the development of numerous applications at various academic institutions and
the emergence of a market for networking software. This situation eventually led
to the development of the global Internet and to the dominance of the TCP/IP
network architecture.
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Applicinion A Appliciltion B
Application Application
layer _ layer
Presentation | | ph | Presentation
layer layer
Session Session

B —

layer | | sh | layer
Transport Transport

layer | | th | layer
Network Network

layer | | nh | layer
Data link Data link

layer | de | | dhl > layer
Physical : Physical

layer | Bits | — layer

FIGURE 2.9 Headers and trailers

2.3 OVERVIEW OF TCP/IP ARCHITECTURE

The TCP/IP network architecture is a set of protocols that allow communica-
tion across multiple diverse networks. The architecture evolved out of research
that had the original objective of transferring packets across three different
packet networks: the ARPANET packet-switching network, a packet radio
network, and a packet satellite network. The military orientation of the
research placed a premium on robustness with regard to failures in the network
and on flexibility in operating over diverse networks. This environment led to a
set of protocols that are highly effective in enabling communications among
the many different types of computer systems and networks. Indeed, the
Internet has become the primary fabric for interconnecting the world’s com-
puters. In this section we introduce the TCP/IP network architecture. The
details of specific protocols that constitute the TCP/IP network architecture
are discussed in later chapters.

Figure 2.10a shows the TCP/IP network architecture, which consists of four
layers. The application layer provides services that can be used by other applica-
tions. For example, protocols have been developed for remote login, for e-mail,
for file transfer, and for network management. The TCP/IP application layer
incorporates the functions of the top three OSI layers. The HTTP protocol
discussed in Section 2.2 is actually a TCP/IP application layer protocol. Recall
that the HTTP request message included format information and the HTTP
protocol defined the dialogue between the client and server.
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L L FIGURE 2.10 TCP/IP network
Application Application .
layer layer architecture
Transport Transport
layer layer
Internet Internet
layer layer
Network Network
interface interface

(@ (b)

The application layer programs are intended to run directly over the trans-
port layer. Two basic types of services are offered in the transport layer. The first
service consists of reliable connection-oriented transfer of a byte stream, which is
provided by the Transmission Control Protocol (TCP). The second service con-
sists of best-effort connectionless transfer of individual messages, which is pro-
vided by the User Datagram Protocol (UDP). This service provides no
mechanisms for error recovery or flow control. UDP is used for applications
that require quick but necessarily reliable delivery.

The TCP/IP model does not require strict layering, as shown in Figure 2.10b.
In other words, the application layer has the option of bypassing intermediate
layers. For example, an application layer may run dirctly over the internet layer.

The internet layer handles the transfer of information across multiple net-
works through the use of gateways or routers, as shown in Figure 2.11. The
internet layer corresponds to the part of the OSI network layer that is concerned
with the transfer of packets between machines that are connected to different
networks. It must therefore deal with the routing of packets across these net-
works as well as with the control of congestion. A key aspect of the internet layer
is the definition of globally unique addresses for machines that are attached to the

Machine A Machine B FIGURE 2.11 The internet layer and
Application Application network interface layers
layer layer
Transport Transport
layer Router/gateway layer
Internet Internet Internet
layer layer layer
Network Network Network
interface interface interface
layer layer layer
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Internet. The internet layer provides a single service, namely, best-effort connec-
tionless packet transfer. IP packets are exchanged between routers without a
connection setup; the packets are routed independently, and so they may traverse
different paths. For this reason, IP packets are also called datagrams. The con-
nectionless approach makes the system robust; that is, if failures occur in the
network, the packets are routed around the points of failure; there is no need to
set up the connections. The gateways that interconnect the intermediate net-
works may discard packets when congestion occurs. The responsibility for recov-
ery from these losses is passed on to the transport layer.

Finally, the network interface layer is concerned with the network-specific
aspects of the transfer of packets. As such, it must deal with part of the OSI
network layer and data link layer. Various interfaces are available for connecting
end computer systems to specific networks such as X.25, ATM, frame relay,
Ethernet, and token ring. These networks are described in later chapters.

The network interface layer is particularly concerned with the protocols that
access the intermediate networks. At each gateway the network access protocol
encapsulates the IP packet into a packet or frame of the underlying network or
link. The IP packet is recovered at the exit gateway of the given network. This
gateway must then encapsulate the IP packet into a packet or frame of the type
of the next network or link. This approach provides a clear separation of the
internet layer from the technology-dependent network interface layer. This
approach also allows the internet layer to provide a data transfer service that
is transparent in the sense of not depending on the details of the underlying
networks. The next section provides a detailed example of how IP operates
over the underlying networks.

Figure 2.12 shows some of the protocols of the TCP/IP protocol suite. The
figure shows two of the many protocols that operate over TCP, namely, HTTP
and SMTP. The figure also shows DNS and Real-Time Protocol (RTP), which
operate over UDP. The transport layer protocols TCP and UDP, on the other
hand, operate over IP. Many network interfaces are defined to support IP. The
salient part of Figure 2.12 is that all higher-layer protocols access the network

| HTTP | | SMTP | | DNS | | RTP | FIGURE 2.12 TCP/IP protocol graph
\ /
TCP UDP
1P
Network Network Network
interface 1 interface 2 interface 3
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interfaces through IP. This feature provides the capability to operate over multi-
ple networks. The IP protocol is complemented by additional protocols (ICMP,
IGMP, ARP, RARP) that are required to operate an internet. These protocols
are discussed in Chapter 8.

The hourglass shape of the TCP/IP protocol graph underscores the features
that make TCP/IP so powerful. The operation of the single IP protocol over
various networks provides independence from the underlying network technol-
ogies. The communication services of TCP and UDP provide a network-
independent platform on which applications can be developed. By allowing
multiple network technologies to coexist, the Internet is able to provide ubiqui-
tous connectivity and to achieve enormous economies of scale.

2.3.1 TCP/IP Protocol: How the Layers Work Together

In this section we provide a detailed example of how the layering concepts
discussed in the previous sections are put into practice in a typical TCP/IP
network scenario. We show

o Examples of each of the layers.

o How the layers interact across the interfaces between them.

e How the PDUs of a layer are built and what key information is in the header.
 The relationship between physical addresses and IP addresses.

e How an IP packet or datagram is routed across several networks.

This example will complete our goal of providing the big picture of networking.
In the remainder of the book we systematically examine the details of the various
components and aspects of networks.

Consider the network configuration shown in Figure 2.13a. A server, a work-
station, and a router are connected to an Ethernet LAN, and a remote PC is
connected to the router through a point-to-point link. From the point of view of
IP, the Ethernet LAN and the point-to-point link constitute two different
networks as shown in Figure 2.13b.

Each host in the Internet is identified by a globally unique IP address. Strictly
speaking, the IP address identifies the host’s network interface rather than the
host itself. A node that is attached to two or more physical networks is called a
router. In this example the router attaches to two networks with each network
interface assigned to a unique IP address. An IP address is divided into two
parts: a network id and a host id. The network id must be obtained from an
organization authorized to issue IP addresses. In this example we use simplified
notation and assume that the Ethernet has net id 1 and that the point-to-point
link has a net id 2. In the Ethernet we suppose that the server has IP address
(1,1), the workstation has IP address (1,2), and the router has address (1,3). In
the point-to-point link, the PC has address (2,2), and the router has address (2,1).

On a physical network the attachment of a device to the network is often
identified by a physical address. The format of the physical address depends on
the particular type of network. For example, Ethernet LANs use 48-bit
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FIGURE 2.13 An example of an internet consisting of an
Ethernet LAN and a point-to-point link

addresses. Each Ethernet network interface card (NIC) is issued a globally
unique medium access control (MAC) or physical address. When a NIC is
used to connect a machine to any Ethernet LAN, all machines in the LAN
are automatically guaranteed to have unique addresses. Thus the router,
server, and workstation also have physical addresses designated by r, s, and
w, respectively.

First, let us consider the case in which the workstation wants to send an IP
datagram to the server. The IP datagram has the workstation’s IP address and
the server’s IP address in the IP packet header. We suppose that the IP address of
the server is known. The IP entity in the workstation looks at its routing table to
see whether it has an entry for the complete IP address. It finds that the server is
directly connected to the same network and that the sender has physical address
s.° The IP datagram is passed to the Ethernet device driver, which prepares an
Ethernet frame as shown in Figure 2.14. The header in the frame contains the
source physical address, w, and the destination physical address, s. The header

SIf the IP entity does not know the physical address corresponding to the IP address of the sender, the
entity uses the Address Resolution Protocol (ARP) to find it. ARP is discussed in Chapter 8.
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FIGURE 2.14 [P datagram is encapsulated in an Ethernet frame

also contains a protocol type field that is set to the value that corresponds to IP.
The type field is required because the Ethernet may be carrying packets for other
non-IP protocols. The Ethernet frame is then broadcast over the LAN. The
server’s NIC recognizes that the frame is intended for its host, so the card
captures the frame and examines it. The NIC finds that the protocol type field
is set to IP and therefore passes the IP datagram up to the IP entity.

Next let us consider the case in which the server wants to send an IP data-
gram to the personal computer. The PC is connected to the router through a
point-to-point link that we assume is running PPP as the data link control.® We
suppose that the server knows the IP address of the PC and that the IP addresses
on either side of the link were negotiated when the link was set up. The IP entity
in the server looks at its routing table to see whether it has an entry for the
complete IP address of the PC. We suppose that it doesn’t. The IP entity then
checks to see whether it has a routing table entry that matches the network id
portion of the IP portion of the IP address of the PC. Again we suppose that the
IP entity does not find such an entry. The IP entity then checks to see whether it
has an entry that specifies a default router that is to be used when no other
entries are found. We suppose that such an entry exists and that it specifies
the router with address (1,3).

The IP datagram is passed on the Ethernet device driver, which prepares an
Ethernet frame. The header in the frame contains the source physical address, s,
and the destination physical address, r. However, the IP datagram in the frame
contains the destination IP address of the PC, (2,2), not the destination IP
address of the router. The Ethernet frame is then broadcast over the LAN.
The router’s NIC captures the frame and examines it. The card passes the IP
datagram up to its IP entity, which discovers that the IP datagram is not for itself
but is to be routed on.

The routing tables at the router show that the machine with address (2,2) is
connected directly on the other side of the point-to-point link. The router encap-
sulates the IP datagram in a PPP frame that is similar to that of the Ethernet
frame shown in Figure 2.14. However, the frame does not require physical

SPPP is discussed in Chapter 5.
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address information, since there is only one “other side” of the link. The PPP
receiver at the PC receives the frame, checks the protocol type field, and passes
the IP datagram to its IP entity.

The preceding discussion shows how IP datagrams are sent across an inter-
net. Next let’s complete the picture by seeing how things work at the higher
layers. Consider the browser application discussed in the beginning of the chap-
ter. We suppose that the user at the PC has clicked on a Web link of a document
contained in the server and that a TCP connection has already been established
between the PC and the server.” Consider what happens when the TCP connec-
tion is confirmed at the PC. The HTTP request message GET is passed to the
TCP layer, which encapsulates the message into a TCP segment as shown in
Figure 2.15. The TCP segment contains an ephemeral port number for the client
process, say, ¢, and a well-known port number for the server process, 80 for
HTTP.

The TCP segment is passed to the IP layer, which in turn encapsulates the
segment into an Internet packet. The IP packet header contains the IP addresses
of the sender, (2,2), and the destination, (1,1). The header also contains a pro-
tocol field, which designates the layer that is operating above IP, in this case
TCP. The IP datagram is then encapsulated using PPP and sent to the router,
which routes the datagram to the server using the procedures discussed above.

HTTP request

l

Header contains
source and destination
port numbers

TCP
header

Header contains
source and destination 1P

IP addresses; header
transport protocol type .

Header contains

source and destination | Ethernet l;;aeréll?
physical addresses; header sequence
network protocol type

FIGURE 2.15 Encapsulation of PDUs in TCP/IP and addressing information
in the headers

"The details of how a TCP connection is set up are described in Chapter 8.
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Eventually the server NIC captures the Ethernet frame and extracts the IP
datagram and passes it to the IP entity. The protocol field in the IP header
indicates that a TCP segment is to be extracted and passed on to the TCP
layer. The TCP layer, in turn, uses the port number to find out that the message
is to be passed to the HTTP server process. A problem arises at this point: The
server process is likely to be simultaneously handling multiple connections to
multiple clients. All these connections have the same destination IP address; the
same destination port number, 80; and the same protocol type, TCP. How does
the server know which connection the message corresponds to? The answer is in
how an end-to-end process-to-process connection is specified.

The source port number, the source IP address, and the protocol type are
said to define the sender’s socket address. Similarly, the destination port number,
the destination IP address, and the protocol type define the destination’s socket
address. Together the source socket address and the destination socket address
uniquely specify the connection between the HTTP client process and the HTTP
server process. For example, in the earlier HTTP example the sender’s socket is
(TCP, (2,2), ephemeral #), and the destination’s socket is (TCP, (1,1), 80). The
combination of these five parameters (TCP, (2,2), ephemeral #, (1 1), 80)
uniquely specify the process-to-process connection.

This completes the discussion on the transfer of messages from process to
process over a TCP/IP internet. In the remaining chapters we examine the details
of the operation of the various layers. In Chapters 3 and 4 we consider various
aspects of physical layers. In Chapter 5 we discuss peer-to-peer protocols that
allow protocols such as TCP to provide reliable service. We also discuss data link
control protocols. In Chapter 6 we discuss LANs and their medium access con-
trols. In Chapter 7 we return to the network layer and examine the operation of
routers and packet switches as well as issues relating to addressing, routing, and
congestion control. Chapter 8 presents a detailed discussion of the TCP and IP
protocols. In Chapter 9 we introduce ATM, a connection-oriented packet net-
work architecture. In Chapter 10 we discuss advanced topics, such as the opera-
tion of IP over ATM and new developments in TCP/IP architecture. In Chapter
11 we introduce enhancements to IP that provide security. Finally, in Chapter 12
we discuss the support of real-time multimedia services over IP. From time to
time it may be worthwhile to return to this example to place the discussion of
details in the subsequent chapters into the big picture presented here.

2.4 THE BERKELEY APP®

An Application Programming Interface (API) allows application programs (such
as Telnet, Web browsers, etc.) to access certain resources through a predefined
and preferably consistent interface. One of the most popular of the APIs that

8This section is optional and is not required for later sections. A knowledge of C programming is assumed.
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provide access to network resources is the Berkeley socket interface, which was
developed by a group at the University of California at Berkeley in the early
1980s. The socket interface is now widely available on many UNIX machines.
Another popular socket interface, which was derived from the Berkeley socket
interface, is called the Windows sockets or Winsock and was designed to operate
in a Microsoft™ Windows environment.

By hiding the details of the underlying communication technologies as much
as possible, the socket mechanism allows programmers to write application pro-
grams easily without worrying about the underlying networking details. Figure
2.16 shows how two applications talk to each other across a communication
network through the socket interface. In a typical communication session, one
application operates as a server and the other as a client. The server provides
services upon request by the client.

This section explains how the socket mechanism can provide services to the
application programs. Two modes of services are available: connection-oriented
and connectionless. With the connection-oriented mode, an application program
must first establish a connection to the other end before the actual communica-
tion (i.e., data transfer) can take place. The connection is established if the other
end agrees to accept the connection. Once the connection is established, data will
be delivered through the connection to the destination in sequence. Typically, a
connection-oriented model provides a reliable delivery service. With the connec-
tionless mode an application program sends its data immediately without waiting
for the connection to get established at all. This mode avoids the setup overhead
found in the connection-oriented mode. However, the price to pay is that an
application program may waste its time sending data when the other end is not
ready to accept it. Moreover, data may not arrive at the other end if the network
decides to discard it. Worse yet, even if data arrives at the destination, it may not

Socket Application 1 Application 2 Socket
interface interface

~~ User User —
Kernel Kernel
Socket Socket
Underlying Underlying
communication communication
protocols protocols

Communication
network

FIGURE 2.16 Communications through the socket interface
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arrive in the same order as it was transmitted. The connectionless mode is often
said to provide best-effort service, since the network would try its best to deliver
the information but cannot guarantee delivery.

Figure 2.17 shows a typical diagram of the sequence of socket calls for
connection-oriented communication. The server begins by carrying out a passive
open as follows. The socket call creates a TCP socket. The bind call then binds
the well-known port number of the server to the socket. The listen call turns
the socket into a listening socket that can accept incoming connections from
clients. Finally, the accept call puts the server process to sleep until the arrival
of a client connection. The client does an active open. The socket call creates a
socket on the client side, and the connect call establishes the TCP connection to
the server with the specified destination socket address. When the TCP connec-
tion is completed, the accept function at the server wakes up and returns the
descriptor for the given connection, namely, the source IP address, source port
number, destination IP address, and destination port number. The client and
server are now ready to exchange information.

Figure 2.18 shows the sequence of socket calls for a connectionless commu-
nication. Note that no connection is established prior to data transfer. The
recvfrom call returns when a complete UDP datagram has been received. For
both types of communication, the data transfer phase may occur in an arbitrary
number of exchanges.

Server

Client
accept () socket ()
Blocks until server receives Connect
a connect request from client negotiation connect ()

FIGURE 2.17 Socket calls for connection-oriented
communication

4 | P | eTextMainMenu | Textbook Table of Contents



2.4 The Berkeley API 67

Server

Client

Blocks until server receives
data from client

sendto ()

recvirom/()

FIGURE 2.18 Socket calls for connectionless
communication

2.4.1 Socket System Calls

Socket facilities are provided to programmers through C system calls that are
similar to function calls except that control is transferred to the operating system
kernel once a call is entered. To use these facilities, the header files <sys/
types.h> and <sys/socket.h> must be included in the program.

Before an application program (client or server) can transfer any data, it
must first create an endpoint for communication by calling socket. Its prototype
is

int socket(int family, int type, int protocol);

where family identifies the family by address or protocol. The address family
identifies a collection of protocols with the same address format, while the pro-
tocol family identifies a collection of protocols having the same architecture.
Although it may be possible to classify the family based on addresses or proto-
cols, these two families are currently equivalent. Some examples of the address
family that are defined in <sys/socket.h> include AF_UNIX, which is used for
communication on the local UNIX machine, and AF_INET, which is used for
Internet communication using TCP/IP protocols. The protocol family is identi-
fied by the prefix PF_. The value of PF_xxX is equal to that of AF_xxX, indicating
that the two families are equivalent. We are concerned only with AF_INET in this
book.

The type identifies the semantics of communication. Some of the types
include SOCK_STREAM, SOCK_DGRAM, and SOCK_RAW. A SOCK_STREAM type provides
data delivery service as a sequence of bytes and does not preserve message
boundaries. A SOCK_DGRAM type provides data delivery service in blocks of
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bytes called datagrams. A SOCK_RAW type provides access to internal network
interfaces and is available only to superuser.

The protocol identifies the specific protocol to be used. Normally, only one
protocol is available for each family and type, so the value for the protocol
argument is usually set to 0 to indicate the default protocol. The default protocol
of SOCK_STREAM type with AF_INET family is TCP, which is a connection-oriented
protocol providing a reliable service with in-sequence data delivery. The default
protocol of SOCK_DGRAM type with AF_INET family is UDP, which is a connec-
tionless protocol with unreliable service.

The socket call returns a nonnegative integer value called the socket descrip-
tor or handle (just like a file descriptor) on success. On failure, socket returns
—1.

After a socket is created, the bind system call can be used to assign an
address to the socket. Its prototype is

int bind(int sd, struct sockaddr *name, int namelen);

where sd is the socket descriptor returned by the socket call, name is a pointer
to an address structure that contains the local IP address and port number, and
name len is the size of the address structure in bytes. The bind system call returns
0 on success and —1 on failure. The sockaddr structure is a generic address
structure and has the following definition:

struct sockaddr {
u_short sa_family; /* address family */
char sa_datal14]; /* address */

Yi

where sa_family holds the address family and sa_data holds up to 14 bytes of
address information that varies from one family to another. For the Internet
family the address information consists of the port number that is two bytes long
and an IP address that is four bytes long. The appropriate structures to use for
the Internet family are defined in <netinet/in.h>:

struct in addr {

u_long s_addr; /* 32-bit IP address */
Y
struct sockaddr_in {
u_short sin_family; /* AF_INET */
u_short sin_port; /* TCP or UDP port */
struct in_addr sin_addr; /* 32-bit IP address */
char sin_zero[8]; /* unused */
Y

An application program using the Internet family should use the sockaddr_in
structure to assign member values and should use the sockaddr structure only
for casting purposes in function arguments. For this family sin_family holds
the value of the identifier AF_INET. The structure member sin_port holds the
local port number. Port numbers 1 to 1023 are normally reserved for system use.
For a server, sin_port contains a well-known port number that clients must
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know in advance to establish a connection. Specifying a port number 0 to bind
asks the system to assign an available port number. The structure member
sin_addr holds the local IP address. For a host with multiple IP addresses,
sin_addr is typically set to INADDR_ANY to indicate that the server is willing to
accept communication through any of its IP addresses. This setting is useful for a
host with multiple IP addresses. The structure member sin_zero is used to fill
out struct sockaddr_in to 16 bytes.

Different computers may store a multibyte word in different orders. If the
least significant byte is stored first, it is known as little endian. If the most
significant byte is stored first, it is known as big endian. For any two computers
to be able to communicate, they must use a common data format while transfer-
ring the multibyte words. The Internet adopts the big-endian format. This repre-
sentation is known as network byte order in contrast to the representation
adopted by the host, which is called host byte order. It is important to remember
that the values of sin_port and sin_addr must be in the network byte order,
since these values are communicated across the network. Four functions are
available to convert between the host and network byte order conveniently.
Functions htons and htonl convert an unsigned short and an unsigned long,
respectively, from the host to network byte order. Functions ntohs and ntohl
convert an unsigned short and an unsigned long, respectively, from the network
to host byte order. We need to use these functions so that programs will be
portable to any machine. To use these functions, we should include the header
files <sys/types.h> and <netinet/in.h>. The appropriate prototypes are

u_long htonl(u_long hostlong);
u_short htons(u_short hostshort);
u_long ntohl(u_long netlong);
u_short ntohs(u_short netshort);

A client establishes a connection on a socket by calling connect. The prototype
is

int connect(int sd, struct sockaddr *name, int namelen);

where sd is the socket descriptor returned by the socket call, name points to the
server address structure, and namelen specifies the amount of space in bytes
pointed to by name. For connection-oriented communication, connect attempts
to establish a virtual circuit between a client and a server. For connectionless
communication, connect stores the server’s address so that the client can use a
socket descriptor when sending datagrams, instead of specifying the server’s
address each time a datagram is sent. The connect system call returns 0 on
success and —1 on failure.

A connection-oriented server indicates its willingness to receive connection
requests by calling listen. The prototype is

int listen(int sd, int backlog);

where sd is the socket descriptor returned by the socket call and backlog
specifies the maximum number of connection requests that the system should
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queue while it waits for the server to accept them (the maximum value is usually
5). This mechanism allows pending connection requests to be saved while the
server is busy processing other tasks. The 1isten system call returns 0 on success
and —1 on failure.

After a server calls listen, it can accept the connection request by calling
accept with the prototype

int accept(int sd, struct sockaddr *addr, int *addrlen);

where sd is the socket descriptor returned by the socket call, addr is a pointer
to an address structure that accept fills in with the client’s IP address and port
number, and addrlen is a pointer to an integer specifying the amount of space
pointed to by addr before the call. On return, the value pointed to by addrlen
specifies the number of bytes of the client address information.

If no connection requests are pending, accept will block the caller until a
connection request arrives. The accept system call returns a new socket descrip-
tor having nonnegative value on success and —1 on failure. The new socket
descriptor inherits the properties of sd. The server uses the new socket descriptor
to perform data transfer for the new connection. A concurrent server can accept
further connection requests using the original socket descriptor sd.

Clients and servers may transmit data using write or sendto. The write
call is usually used for a connection-oriented communication. However, a con-
nectionless client may also call write if it has a connected socket (that is, the
client has executed connect). On the other hand, the sendto call is usually used
for a connectionless communication. Their prototypes are

int write(int sd, char *buf, int buflen);
int sendto(int sd, char *buf, int buflen, int flags,
struct sockaddr *addrp, int addrlen);

where sd is the socket descriptor, buf is a pointer to a buffer containing the data
to transmitted, buflen is the length of the data in bytes, flags can be used to
control transmission behavior such as handling out-of-band (high priority) data
but is usually set to 0 for normal operation, addrp is a pointer to the sockaddr
structure containing the address information of the remote hosts, and addrlen is
the length of the address information. Both write and sendto return the number
of bytes transmitted on success or —1 on failure.

The corresponding system calls to receive data read and recvfrom. Their
prototypes are

int read(int sd, char *buf, int buflen);
int recvfrom(int sd, char * buf, int buflen, int flags,
struct sockaddr *addrp, int *addrlen);

The parameters are similar to the ones discussed above except buf is now a
pointer to a buffer that is used to store the received data and buflen is the
length of the buffer in bytes. Both read and recvfrom return the number of
bytes received on success or —1 on failure. Both calls will block if no data arrives
at the local host.
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If a socket is no longer in use, the application can call close to terminate a
connection and return system resources to the operating system. The prototype is

int close(int sd);

where sd is the socket descriptor to be closed. The close call returns 0 on success
and —1 on failure.

2.4.2 Network Utility Functions

Library routines are available to convert a human-friendly domain name such as
markov.ece.arizona.edu into a 32-bit machine-friendly IP as 10000000 11000100
00011100 10111101 and vice versa. To perform the conversion we should include
the header files <sys/socket.h>, <sys/types.h>, and <netdb.h>. The appro-
priate structure that stores the host information defined in the <netdb.h> file is

struct hostent {

char *h_name; /* official name of host */

char **h_aliases; /* alias name this host uses */

int h_addrtype; /* address type */

int h_length; /* length of address */

char **h_addr_list; /* list of addresses from name
server */

Yi

The h_name element points to the official name of the host. If the host has name
aliases, these aliases are pointed to by h_aliases, which is terminated by a NULL.
Thus h_aliases[0] points to the first alias, h_aliases[1] points to the second
alias, and so on. Currently, the h_addrtype element always takes on the value of
AF_INET, and the h_length element always contains a value of 4. The
h_addr_1list points to the list of network addresses in network byte order and
is terminated by a NULL.

NAME-TO-ADDRESS CONVERSION FUNCTIONS

Two functions are used for routines performing a name-to-address-conversion:
gethostbyname and gethostbyaddr.

struct hostent *gethostbyname (char *name);

The function gethostbyname takes a domain name at the input and returns
the host information as a pointer to struct hostent. The function returns a
NULL on error. The parameter name is a pointer to a domain name of a host
whose information we would like to obtain. The function gethostbyname
obtains the host information either from the file /etc/hosts or from a
name server. Recall that the host information includes the desired address.

struct hostent *gethostbyaddr (char *addr, int len, int type);
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The function gethostbyaddr takes a host address at the input in network
byte order, its length in bytes, and type, which should be AF_INET. The
function returns the same information as gethostbyname. This information
includes the desired host name.

The IP address is usually communicated by people using a notation called the
dotted-decimal notation. As an example, the dotted-decimal notation of the IP
address 10000000 11000100 00011100 10111101 is 128.196.28.189. To do con-
versions between these two formats, we could use the functions inet_addr and
inet_ntoa. The header files that must be included are <sys/types.h>, <sys/
socket.h>, <netinet/in.h>, and <arpa/inet.h>.

IP ADDRESS MANIPULATION FUNCTIONS

Two functions are used for routines converting addresses between a 32-bit
format and the dotted-decimal notation: inet_nota and inet_addr.

char *inet_ntoa(struct in_addr in);

The function inet_ntoa takes a 32-bit IP address in network byte order and
returns the corresponding address in dotted-decimal notation.

unsigned long inet_addr (char *cp);

The function inet_addr takes a host address in dotted-decimal notation and
returns the corresponding 32-bit IP address in network byte order.

Example—Communicating with TCP

As an illustration of the use of the system calls and functions described above, let
us show two application programs that communicate via TCP. The client
prompts a user to type a line of text, sends it to the server, reads the data
back from the server, and prints it out. The server acts as a simple echo server.
After responding to a client, the server closes the connection and then waits for
the next new connection. In this example each application (client and server)
expects a fixed number of bytes from the other end, specified by BUFLEN. Because
TCP is stream oriented, the received data may come in multiple pieces of byte
streams independent of how the data was sent at the other end. For example,
when a transmitter sends 100 bytes of data in a single write call, the receiver
may receive the data in two pieces—80 bytes and 20 bytes—or in three pieces—
10 bytes, 50 bytes, and 40 bytes—or in any other combination. Thus the program
has to make repeated calls to read until all the data has been received. The
following program is the server.

/* A simple echo server using TCP */
#include <stdio.h>

#include <sys/types.h>

#include <sys/socket.h>

#include <netinet/in.h>

#define SERVER_TCP_PORT 3000 /* well-known port */
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#define BUFLEN 256 /* buffer length */

int main(int argc, char **argv)

{

int n, bytes_to_read;

int sd, new_sd, client_len, port;
struct sockaddr_in server, client;
char *bp, buf [BUFLEN];

switch(argc) {

case 1:
port = SERVER_TCP_PORT;
break;

case 2:
port = atoi(argv[l]);
break;

default:
fprintf(stderr, "Usage: %s [port]\n", argv([0]);
exit(1);

b

/* Create a stream socket */

if ((sd = socket(AF_INET, SOCK_STREAM, 0)) == -1) {
fprintf(stderr, "Can’t create a socket\n");
exit(1);

b

/* Bind an address to the socket */
bzero((char *)&server, sizeof(struct sockaddr_in));
server.sin_family = AF_INET;
server.sin_port = htons(port);
server.sin_addr.s_addr = htonl(INADDR_ANY) ;
if (bind(sd, (struct sockaddr *)&server,
sizeof (server)) == -1) {
fprintf(stderr, "Can’t bind name to socket\n");
exit(1);
}

/* queue up to 5 connect requests */
listen(sd, 5);

while (1) {
client_len = sizeof(client);
if ((new_sd = accept(sd, (struct sockaddr *)

&client, &client_len)) == -1) {
fprintf(stderr, "Can’t accept client\n");
exit(1);

}

bp = buf;
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bytes_to_read = BUFLEN;

while ((n = read(new_sd, bp, bytes_to_read)) > 0) {
bp += n;
bytes_to_read -= n;

}

write(new_sd, buf, BUFLEN);
close(new_sd);
¥
close(sd);
return(0) ;
¥

The client program allows the user to identify the server by its domain name.
Conversion to the IP address is done by the gethostbyname function. Again, the
client makes repeated calls to read until no more data is expected to arrive. The
following program is the client.

/* A simple TCP client */
#include <stdio.h>
#include <netdb.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

#define SERVER_TCP_PORT 3000
#define BUFLEN 256 /* buffer length */
int main(int argc, char **argv)
{
int n, bytes_to_read;
int sd, port;
struct hostent *hp;
struct sockaddr_in server;
char *host, *bp, rbuf[BUFLEN], sbuf[BUFLEN];

switch(argc) {

case 2:
host = argv[l];
port = SERVER_TCP_PORT;
break;

case 3:

host = argvl[1l];
port = atoi(argv[2]);
break;
default:
fprintf(stderr, "Usage: %s host[port]\n", argv[0]);
exit(1);
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/* Create a stream socket */

if ((sd = socket(AF_INET, SOCK_STREAM, 0)) == -1) {
fprintf(stderr, "Can’t create a socket\n");
exit(1);

}

bzero((char *)&server, sizeof(struct sockaddr_in));
server.sin_family = AF_INET;

server.sin_port = htons(port);

if ((hp = gethostbyname(host)) == NULL) {

fprintf(stderr, "Can’t get server’s address\n");
exit(1);
}

bcopy (hp->h_addr, (char *)&server.sin_addr,
hp->_length) ;

/* Connecting to the server */
if (connect(sd, (struct sockaddr *)&server,

sizeof (server)) == -1) {
fprintf(stderr, "Can’t connect\n");
exit(1);

¥

printf("Connected: server’s address is %s\n",
hp->_name) ;

printf ("Transmit:\n");
gets(sbuf) ; /* get user’s text */
write(sd, sbuf, BUFLEN); /* send it out */

printf ("Receive:\n");

bp = rbuf;

bytes_to_read = BUFLEN;

while ((n = read (sd, bp, bytes_to_read)) > 0) {
bp += n;
bytes_to_read -= n;

I

printf ("%s\n", rbuf);

close(sd);
return(0);

75

Example

Let us now take a look at client/server programs using the UDP protocol. The
following source code is a program that uses the UDP server as an echo server as
before. Note that data receipt can be done in a single call with recvfrom, since
UDP is blocked oriented.

Using the UDP Protocol
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/* Echo server using UDP */
#include <stdio.h>

#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

#define SERVER_UDP_PORT 5000 /* well-known port */
#define MAXLEN 4096 /* maximum data length */

int main(int argc, char **argv)

{
int sd, client_len, port, n;
char buf [MAXLEN] ;
struct sockaddr_in server, client;

switch(argc) {

case 1:
port = SERVER_UDP_PORT;
break;

case 2:
port = atoi(argv[1l]);
break;

default:
fprintf(stderr, "Usage: %s [port]\n", argv([0]);
exit(1);

}

/* Create a datagram socket */

if ((sd = socket(AF_INET, SOCK_DGRAM, 0)) == -1) {
fprintf(stderr, "Can’t create a socket\n");
exit(1);

}

/* Bind an address to the socket */
bzero((char *)&server, sizeof(server));
server.sin_family = AF_INET;
server.sin_port = htons(port);
server.sin_addr.s_addr = htonl(INADDR_ANY) ;
if (bind(sd, (struct sockaddr *)&server,

sizeof (server)) == -1) {
fprintf(stderr, "Can’t bind name to socket\n");
exit(1);

}

while (1) {

client_len = sizeof(client);

if ((n = recvfrom(sd, buf, MAXLEN, O,

(struct sockaddr *)&client, &client_len)) < 0) {
fprintf(stderr, "Can’'t receive datagram\n");
exit(1);
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}
if (sendto(sd, buf, n, 0,
(struct sockaddr *)&client, client_len) != n) {
fprintf(stderr, "Can’t send datagram\n");
exit(1);
}
b
close(sd);
return(0);
}
The following client program first constructs a simple message of a predeter-
mined length containing a string of characters a, b,c,...,z,a,b,c, ...,z ... The

client then gets the start time from the system using gettimeofday and sends
the message to the echo server. After the message travels back, the client records
the end time and measures the difference that represents the round-trip latency
between the client and the server. The unit of time is recorded in milliseconds.
This simple example shows how we can use sockets to gather important network
statistics such as latencies and jitters.

/* A simple UDP client which measures round trip delay */
#include <stdio.h>

#include <string.h>

#include <sys/time.h>

#include <netdb.h>

#include <sys/types.h>

#include <sys/socket.h>

#include <netinet/in.h>

#define SERVER_UDP_PORT 5000
#define MAXLEN 4096 /* maximum data length */
#define DEFLEN 64 /* default length */

long delay(struct timeval tl, struct timeval t2);

int main(int argc, char **argv)

{
int data_size = DEFLEN, port = SERVER_UDP_PORT;
int i, j, sd, server_len;
char *pname, *host, rbuf[MAXLEN], sbuf[MAXLEN];
struct hostent *hp;
struct sockaddr_in server, client;
struct timeval start, end;

pname = argv[0];

argc--;
argv++;
if (argc > 0 && (strcmp(*argv, "-s") == 0)) {
if (--argc > 0 && (data_size = atoi(*++argv))) {

argc--;
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argvtt;
}
else {
fprintf (stderr,
"Usage: %s [-s data_size] host [port]\n",
pname) ;
exit(1);
}

}
if (argc > 0) {
host = *argv;
if (--argc > 0)
port = atoi(*++argv);

}

else {
fprintf (stderr,
"Usage: %s [-s data_size] host [port]\n", pname);
exit(1);

}

/* Create a datagram socket */

if ((sd = socket(AF_INET, SOCK_DGRAM, 0)) == -1) {
fprintf(stderr, "Can’t create a socket\n");
exit(1);

}

/* Store server’s information */

bzero((char *)&server, sizeof(server));

server.sin_family = AF_INET;

server.sin_port = htons(port);

if ((hp = gethostbyname(host)) == NULL) {
fprintf (stderr,

"Can’'t get server’s IP address\n");
exit(1);

}

bcopy (hp->h_addr, (char *)&server.sin_addr,
hp->_length) ;

/* Bind local address to the socket */
bzero((char *)&client, sizeof(client));
client.sin_family = AF_INET;
client.sin_port = htons(0);
client.sin_addr.s_addr = htonl(INADDR_ANY) ;
if (bind(sd, (struct sockaddr *)&client,

sizeof(client)) == -1) {
fprintf(stderr, "Can’t bind name to socket\n");
exit(1);

¥

if (data_size > MAXLEN) {
fprintf(stderr, "Data is too big\n");
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exit(1);
}
/* data is a, b, ¢, ..., z, a, b, ... */
for (i = 0; 1 < data_size; i++) {
j=(i<26)?21:1% 26;
sbuf [i] = "a" + 7;
}

gettimeofday(&start, NULL); /* start delay measure */
/* transmit data */

server_len = sizeof (server);
if (sendto(sd, sbuf, data_size, 0, (struct sockaddr *)

&server, server_len) == -1) {
fprintf(stderr, "sendto error\n");
exit(1);

}

/* receive data */

if (recvfrom(sd, rbuf, MAXLEN, 0O, (struct sockaddr *)
&server, &server_lens) < 0) {
fprintf(stderr, "recvfrom error\n");
exit(1);

}

gettimeofday(&end, NULL); /* end delay measure */

printf ("Round-trip delay = %1d ms.\n",
delay(start, end));

if (strncmp(sbuf, rbuf, data_size) != 0)
printf("Data is corrupted\n");

close(sd);
return(0);

long delay (struct timeval tl, struct timeval t2)

{

long d;

d = (t2.tv_sec - tl.tv_sec) * 1000;
d += ((t2.tv_usec - tl.tv_usec + 500) / 1000);
return(d) ;

79
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It is important to remember that datagram communication using UDP is
unreliable. If the communication is restricted to a local area network environ-
ment, say within a building, then datagram losses are extremely rare in prac-
tice, and the above client program should work well. However, in a wide area
network environment, datagrams may be frequently discarded by the network.
If the reply from the server does not reach the client, the client will wait
forever! In this situation, the client must provide a timeout mechanism and
retransmit the message. Also, further reliability may be provided to reorder
the datagram at the receiver and to ensure that duplicated datagrams are
discarded.

2.5 APPLICATION PROTOCOLS AND TCP/IP
UTILITIES

Application protocols are high-level protocols that provide services to user
applications. These protocols tend to be more visible to the user than other
types of protocols. Furthermore, application protocols may be user written, or
they may be standardized applications. Several standard application protocols
form part of the TCP/IP protocol suite, the more common ones being Telnet,
File Transfer Protocol (FTP), and SMTP. Coverage of the various TCP/IP
application layer protocols is beyond the scope of this textbook. The student
is referred to “Internet Official Protocol Standards,” which provides a list of
Internet protocols and standards [RFC 2400]. In this section the focus is on
applications and utilities that can be used as tools to study the operation of the
Internet.

2.5.1 Telnet

Telnet is a TCP/IP protocol that provides a standardized means of accessing
resources on a remote machine where the initiating machine is treated as local
to the remote host. In many implementations Telnet can be used to connect to
the port number of other servers and to interact with them using a command
line. For example, the HTTP and SMTP examples in section 2.1 were gener-
ated this way.

The Telnet protocol is based on the concept of a network virtual terminal
(NVT), which is an imaginary device that represents a lowest common denomi-
nator terminal. By basing the protocol on this interface, the client and server
machines do not have to obtain information about each other’s terminal char-
acteristics. Instead, each machine initially maps its characteristics to that of an
NVT and negotiates options for changes to the NVT or other enhancements, such
as changing the character set.

4 | P | eTextMainMenu | Textbook Table of Contents



2.5 Application Protocols and TCP/IP Utilities 81

The NVT acts as a character-based terminal with a keyboard and printer.
Data input by the client through the keyboard is sent to the server through the
Telnet connection. This data is echoed back by the server to the client’s printer.
Other incoming data from the server is also printed.

Telnet commands use the seven-bit U.S. variant of the ASCII character set.
A command consists minimally of a two-byte sequence: the Interpret as
Command (IAC) escape character followed by the command code. If the com-
mand pertains to option negotiation, that is, one of WILL, WONT, DO, or
DONT, then a third byte contains the option code. Table 2.4 lists the Telnet
command names, their corresponding ASCII code, and their meaning.

A substantial number of Telnet options can be negotiated. Option negotia-
tions begin once the connection is established and may occur at any time while
connected. Negotiation is symmetric in the sense that either side can initiate a
negotiation. A negotiation syntax is defined in RFC 854 to prevent acknowl-
edgment loops from occurring.

Telnet uses one TCP connection. Because this type of connection is full
duplex and identified by a pair of ports, a server may have more than one
Telnet connections simultaneously. Once the connection is established, the
default is for the user, that is, the initiator of the connection, to enter a login
name and password. By default the password is sent as clear text, although more
recent versions of Telnet offer an authentication option.

Name Code  Meaning

EOF 236  End of file.

SUSP 237  Suspend cursor process.

ABORT 238  Abort process.

EOR 239  End of record.

SE 240  End of subnegotiation parameters.

NOP 241  No operation.

Data mark 242 The data stream portion of a synch signal. This code should always be
accompanied by a TCP urgent notification.

Break 243 NVT character BRK.

Interrupt process 244 The function IP.

Abort output 245  The function AO.

Are you there 246  The function AYT.

Erase character 247  The function EC.

Erase line 248  The function EL.

Go ahead 249  The GA signal.

SB 250  Indicates that what follows is subnegotiation of the indicated option.

WILL (option code) 251  Option negotiation.
WONT (option code) 252  Option negotiation.
DO (option code) 253  Option negotiation.
DONT (option code) 254  Option negotiation.
IAC 255  Data byte 255.

TABLE 2.4 Telnet commands
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2.5.2 File Transfer Protocol

File Transfer Protocol (FTP) is another commonly used application protocol.
FTP provides for the transfer of a file from one machine to another. Like Telnet,
FTP is intended to operate across different hosts, even when they are running
different operating systems or have different file structures.

FTP requires two TCP connections to transfer a file. One is the control
connection that is established on port 21 at the server. The second TCP connec-
tion is a data connection used to perform a file transfer. A data connection must
be established for each file transferred. Data connections are used for transfer-
ring a file in either direction or for obtaining lists of files or directories from the
server to the client. Figure 2.19 shows the role of the two connections in FTP.

A control connection is established following the Telnet protocol from the
user to the server port. FTP commands and replies are exchanged via the control
connection. The user protocol interpreter (PI) is responsible for sending FTP
commands and interpreting the replies. The server PI is responsible for interpret-
ing commands, sending replies, and directing the server data transfer process
(DTP) to establish a data connection and transfer. The commands are used to
specify information about the data connection and about the particular file
system operation being requested.

A data connection is established usually upon request from the user for some
sort of file operation. The user PI usually chooses an ephemeral port number for
its end of the operation and then issues a passive open from this port. The port
number is then sent to the server PI using a PORT command. Upon receipt of
the port number via the control connection, the server issues an active open to
that same port. The server always uses port 20 for its end of the data connection.
The user DTP then waits for the server to initiate and perform the file operation.

User
interface

Control
Server PI connection User PI

Server Data User
DTP connection DTP
Server FTP User FTP

PI = Protocol interpreter
DTP = Data transfer process

FIGURE 2.19 Transferring files using FTP
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Note that the data connection may be used to send and receive simulta-
neously. Note also that the user may initiate a file transfer between two nonlocal
machines, for example, between two servers. In this case there would be a control
connection between the user and both servers but only one data connection,
namely, the one between the two servers.

The user is responsible for requesting a close of the control connection,
although the server performs the action. If the control connection is closed
while the data connection is still open, then the server may terminate the data
transfer. The data connection is usually closed by the server. The main exception
is when the user DTP closes the data connection to indicate an end of file for a
stream transmission. Note that FTP is not designed to detect lost or scrambled
bits; the responsibility for error detection is left to TCP.

The Telnet protocol works across different systems because it specifies a
common starting point for terminal emulation. FTP works across different sys-
tems because it can accommodate several different file types and structures. FTP
commands are used to specify information about the file and how it will be
transmitted. In general, three types of information must be specified. Note
that the default specifications must be supported by every FTP implementation.

1. File type. FTP supports ASCII, EBCDIC, image (binary), or local. Local
specifies that the data is to be transferred in logical bytes, where the size is
specified in a separate parameter. ASCII is the default type. If the file is ASCII
or EBCDIC, then a vertical format control may also be specified.

2. Data structure. FTP supports file structure (a continuous stream of bytes with
no internal structure), record structure (used with text files), and page struc-
ture (file consists of independent indexed pages). File structure is the default
specification.

3. Transmission mode. FTP supports stream, block, or compressed mode. When
transmission is in stream mode, the user DTP closes the connection to indi-
cate the end of file for data with file structure. If the data has block structure,
then a special two-byte sequence indicates end of record and end of file. The
default is stream mode.

An FTP command consists of three or four bytes of uppercase ASCII characters
followed by a space if parameters follow, or by a Telnet end of option list (EOL)
otherwise. FTP commands fall into one of the following categories: access con-
trol identification, data transfer parameters, and FTP service requests. Table 2.5
lists some of the common FTP commands encountered.

Every command must produce at least one FTP reply. The replies are used to
synchronize requests and actions and to keep the client informed of the state of
the server. A reply consists of a three-digit number (in alphanumeric representa-
tion) followed by some text. The numeric code is intended for the user PI; the
text, if processed, is intended for the user. For example, the reply issued follow-
ing a successful connection termination request is “221 Goodbye”. The first digit
indicates whether and to what extent the specified request has been completed.
The second digit indicates the category of the reply, and the third digit provides
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Command Meaning

ABOR Abort the previous FTP command and any data transfer.
LIST List files or directories.

QUIT Log off from server.

RETR filename Retrieve the specified file.

STOR filename Store the specified file.

TABLE 2.5 Some common FTP commands

additional information about the particular category. Table 2.6 lists the possible
values of the first two digits and their meanings.

In this case of the goodbye message, the first 2 indicates a successful comple-
tion. The second digit is also 2 to indicate that the reply pertains to a connection
request.

2.5.3 1P Utilities

A number of utilities are available to help in finding out about IP hosts and
domains and to measure Internet performance. In this section we discuss PING,
which can be used to determine whether a host is reachable; Traceroute, a utility
to determine the route that a packet will take to another host; Netstat, which
provides information about the network status of a local host; and tcpdump,
which captures and observers packet exchanges in a link. We also discuss the use
of Telnet with standard TCP/IP services as a troubleshooting and monitoring
tool.

Reply Meaning

lyz Positive preliminary reply (action has begun, but wait for another reply before sending a new
command).

2yz Positive completion reply (action completed successfully; new command may be sent).

3yz Positive intermediary reply (command accepted, but action cannot be performed without
additional information; user should send a command with the necessary information).

dyz Transient negative completion reply (action currently cannot be performed; resend command
later).

S5yz Permanent negative completion reply (action cannot be performed; do not resend it).

x0z Syntax errors.

x1lz Information (replies to requests for status or help).

X2z Connections (replies referring to the control and data connections).

x3z Authentication and accounting (replies for the login process and accounting procedures).

x4z Unspecified.

x5z File system status.

TABLE 2.6 FTP replies—the first and second digits
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PING

PING is a fairly simple application used to determine whether a host is online
and available. The name is said to derive from its analogous use in sonar opera-
tions to detect underwater objects.” PING makes use of Internet Control
Message Protocol (ICMP) messages. The purpose of ICMP is to inform sending
hosts about errors encountered in IP datagram processing or other control
information by destination hosts or by routers. ICMP is discussed in Chapter
8. PING sends one or more ICMP Echo messages to a specified host requesting a
reply. PING is often used to measure the round-trip delay between two hosts.
The sender sends a datagram with a type 8 Echo message and a sequence number
to detect a lost, reordered, or duplicated message. The receiver changes the type
to Echo Reply (type 0) and returns the datagram. Because the TCP/IP suite
incorporates ICMP, any machine with TCP/IP installed can reply to PING.
However, because of the increased presence of security measures such as fire-
walls, the tool is not always successful. Nonetheless, it is still the first test used to
determine accessibility of a host.

In Figure 2.20 PING is used to determine whether the NAL machine is
available. In this example, the utility was run in an MS-DOS session under
Windows 95. The command in its simplest form is ping <hostname>. The
round-trip delay is indicated, as well as the time-to-live (TTL) value. The TTL
is the maximum number of hops an IP packet is allowed to remain in the net-
work. Each time an IP packet passes through a router, the TTL is decreased by 1.
When the TTL reaches 0, the packet is discarded.

TELNET AND STANDARD SERVICES

Because ICMP operates at the IP level, PING tests the reachability of the IP
layer only in the destination machine. PING does not test the layers above IP. A
number of standard TCP/IP application layer services can be used to test the
layers above IP. Telnet can be used to access these services for testing purposes.
Examples of these services include Echo (port number 7), which echoes a char-
acter back to the sender, and Daytime (port number 13), which returns the time

C: \WINDOWS>ping nal.toronto.edu
Pinging nal.toronto.edu [128.100.244.3] with 32 bytes of data:

Reply from 128.100.244.
Reply from 128.100.244.
Reply from 128.100.244.
Reply from 128.100.244.

3: bytes=32 time=118ms TTL=243
3: bytes=32 time=118ms TTL=243
3: bytes=32 time=118ms TTL=243
3: bytes=32 time=118ms TTL=243
C: \WINDOWS>

FIGURE 2.20 Using PING to determine host accessibility

PING is also reported to represent the acronym Packet Internet Groper [Murhammer 1998].
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and date. A variety of utilities are becoming available for testing reachability and
performance of HTTP and Web servers. The student is referred to [CAIDA 98].

TRACEROUTE

A second TCP/IP utility that is commonly used is Traceroute. This tool allows
users to determine the route that a packet takes from the local host to a remote
host, as well as latency and reachability from the source to each hop. Traceroute
is generally used as a debugging tool by network managers.

Traceroute makes use of both ICMP and UDP. The sender first sends a
UDP datagram with TTL =1 as well as an invalid port number to the specified
destination host. The first router to see the datagram sets the TTL field to zero,
discards the datagram, and sends an ICMP Time Exceeded message to the
sender. This information allows the sender to identify the first machine in the
route. Traceroute continues to identify the remaining machines between the
source and destination machines by sending datagrams with successively larger
TTL fields. When the datagram finally reaches its destination, that host machine
returns an ICMP Port Unreachable message to the sender because of the invalid
port number deliberately set in the datagram.

NETSTAT

The netstat utility queries a host about its TCP/IP network status. For exam-
ple, netstat can find the status of the network drivers and their interface cards,
such as the number of in packets, out packets, errored packets, and so on. It can
also find the state of the routing table in a host, which TCP/IP server processes
are active in the host, and which TCP connections are active.

TCPDUMP

The tcpdump program can capture and observe IP packet exchanges on a network
interface. The program usually involves setting an Ethernet network interface card
into a ““promiscuous’” mode so that the card listens and captures every frame that
traverses the network. A packet filter is used to select the IP packets that are of
interest in a given situation. These IP packets and their higher-layer contents can
then be observed and analyzed. Because of security concern, normal users typically
cannot run the tcpdump program. The book by Stevens provides numerous exam-
ples of the operation of the TCP/IP protocols using this tool [Stevens 1994].

SUMMARY

This chapter describes how network architectures are based on the notion of
layering. Layering involves combining network functions into groups that can be
implemented together. Each layer provides a set of services to the layer above it;
each layer builds its services using the services of the layer below. Thus applica-
tions are developed using application layer protocols, and application layer
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protocols are built on top of the communication services provided by TCP and
UDP. These transport protocols in turn build on the datagram service provided
by IP, which is designed to operate over various network technologies. IP allows
the applications above it to be developed independently of specific underlying
network technologies. The network technologies below IP range from full-
fledged packet-switching networks, such as ATM, to LANSs, and individual
point-to-point links.

The Berkeley socket API allows the programmer to develop applications
using the services provided by TCP and UDP. Various TCP/IP utilities and
tools allow the programmer to determine the state and configuration of a
TCP/IP network. Beginning students can use these tools to get some hands on
experience with the operation of TCP/IP.

CHECKLIST OF IMPORTANT TERMS

application layer

+ big endian

client/server

confirmed/unconfirmed service

connectionless service

connection-oriented service

daemon

data link layer

encapsulation

frame

header

« host byte order

hypertext transfer protocol (HTTP)

International Organization for
Standardization (ISO)

internet layer

internetworking

layer

layer n entity

layer n protocol

« little endian

network architecture
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« network byte order

network interface layer

network layer

open systems interconnection (OSI)
OSI reference model

packet

peer process
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Point-to-Point Protocol (PPP)
port
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protocol data unit (PDU)

segment

service access point (SAP)

service data unit (SDU)

session layer

Simple Mail Transfer Protocol (SMTP)
socket

TCP/IP network architecture
Transport Control Protocol (TCP)
transport layer

User Datagram Protocol (UDP)
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PROBLEMS

1. Explain how the notion of layering and internetworking make the rapid growth of appli-
cations such as the World Wide Web possible.

2. a. What universal set of communication services is provided by TCP/IP?
b. How is independence from underlying network technologies achieved?

c. What economies of scale result from (a) and (b)?

3. What difference does it make to the network layer if the underlying data link layer
provides a connection-oriented service versus a connectionless service?

4. Suppose transmission channels become virtually error free. Is the data link layer still
needed?
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. Why is the transport layer not present inside the network?

. Which OSI layer is responsible for the following?

a. Determining the best path to route packets.
b. Providing end-to-end communications with reliable service.
c. Providing node-to-node communications with reliable service.

. Should connection establishment be a confirmed service or an unconfirmed service? what

about data transfer in a connection-oriented service? connection release?

. Does it make sense for a network to provide a confirmed, connectionless packet transfer

service?

. Explain how the notion of multiplexing can be applied at the data link, network, and

transport layers. Draw a figure that shows the flow of PDUs in each multiplexing scheme.

Give two features that the data link layer and transport layer have in common. Give two
features in which they differ. Hint: Compare what can go wrong to the PDUs that are
handled by these layers.

a. Can a connection-oriented, reliable message transfer service be provided across a con-
nectionless packet network? Explain.

b. Can a connectionless datagram transfer service be provided across a connection-
oriented network?

An internet path between two hosts involves a hop across network A, a packet-switching
network, to a router and then another hop across packet-switching network B. Suppose
that packet-switching network A carries the packet between the first host and the router
over a two-hop path involving one intermediate packet switch. Suppose also that the
second network is an Ethernet LAN. Sketch the sequence of IP and non-IP packets
and frames that are generated as an IP packet goes from host 1 to host 2.

Does Ethernet provide connection-oriented or connectionless service?

Ethernet is a LAN so it is placed in the data link layer of the OSI reference model.

a. How is the transfer of frames in Ethernet similar to the transfer of frames across a wire?
How is it different?

b. How is the transfer of frames in Ethernet similar to the transfer of frames in a packet-
switching network? How is it different?

Suppose that a group of workstations is connected to an Ethernet LAN. If the work-
stations communicate only with each other, does it make sense to use IP in the work-
stations? Should the workstations run TCP directly over Ethernet? How is addressing
handled?

Suppose two Ethernet LANs are interconnected by a box that operates as follows. The
box has a table that tells it the physical addresses of the machines in each LAN. The box
listens to frame transmissions on each LAN. If a frame is destined to a station at the other
LAN, the box retransmits the frame onto the other LAN; otherwise, the box does nothing.
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a. Is the resulting network still a LAN? Does it belong in the data link layer or the
network layer?

b. Can the approach be extended to connect more than two LANs? If so, what problems
arise as the number of LANs becomes large?

Suppose all laptops in a large city are to communicate using radio transmissions from a
high antenna tower. Is the data link layer or network layer more appropriate for this
situation? Now suppose the city is covered by a large number of small antennas covering
smaller areas. Which layer is more appropriate?

Suppose that a host is connected to a connection-oriented packet-switching network and
that it transmits a packet to a server along a path that traverses two packet switches.
Suppose that each hop in the path involves a point-to-point link, that is, a wire. Show the
sequence of network layer and data link layer PDUs that is generated as the packet travels
from the host to the server.

Suppose an application layer entity wants to send an L-byte message to its peer process,
using an existing TCP connection. The TCP segment consists of the message plus 20 bytes
of header. The segment is encapsulated into an IP packet that has an additional 20 bytes
of header. The IP packet in turn goes inside an Ethernet frame that has 18 bytes of header
and trailer. What percentage of the transmitted bits in the physical layer corresponds to
message information if L=100 bytes? 500 bytes? 1000 bytes?

Suppose that the TCP entity receives a 1.5-megabyte file from the application layer and
that the IP layer is willing to carry blocks of maximum size 1500 bytes. Calculate the
amount of overhead incurred from segmenting the file into packet-sized units.

Suppose a TCP entity receives a digital voice stream from the application layer. The voice
stream arrives at a rate of 8000 bytes/second. Suppose that TCP arranges bytes into block
sizes that result in a total TCP and IP header overhead of 50 percent. How much delay is
incurred by the first byte in each block?

How does the network layer in a connection-oriented packet-switching network differ
from the network layer in a connectionless packet-switching network?

Identify session layer and presentation layer functions in the HTTP protocol.

Suppose we need a communication service to transmit real-time voice over the Internet.
What features of TCP and what features of UDP are appropriate?

Consider the end-to-end IP packet transfer examples in Figure 2.13. Sketch the sequences
of IP packets and Ethernet and PPP frames that are generated by the three examples of
packet transfers: from the workstation to the server, from the server to the PC, and from
the PC to the server. Include all relevant header information in the sketch.

Suppose a user has two browser applications active at the same time and suppose that the
two applications are accessing the same server to retrieve HTTP documents at the same
time. How does the server tell the difference between the two applications?
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What is the difference between a physical address, a network address, and a domain
name?

The Domain Name System has a hierarchical structure, for example, comm.toronto.edu.
Explain how a DNS query might proceed if the local name server does not have the IP
address for a given host.

What is wrong with the following methods of assigning host id addresses?
a. Copy the address from the machine in the next office.

b. Modify the address from the machine in the next office.

c. Use an example from the vendor’s brochure.

Suppose a machine is attached to several physical networks. Why does it need a different
IP address for each attainment?

Suppose a computer is moved from one department to another. Does the physical address
need to change? Does the IP address need to change? Does it make a difference if the
computer is a laptop?

Suppose the population of the world is 4 billion people and that there is an average of
1000 communicating devices per person. How many bits are required to assign a unique
host address to each communicating device? Suppose that each device attaches to a single
network and that each network on average has 10,000 devices. How many bits are
required to provide unique network ids to each network?

Can the Internet protocol be used to run a homogeneous packet-switching network, that
is, a network with identical packet switches interconnected with point-to-point links?

Is it possible to build a homogeneous packet-switching network with Ethernet LANs
interconnecting the packet switches? If so, can connection-oriented service be provided
over such a network?

In telephone networks one basic network is used to provide worldwide communications.
In the Internet a multiplicity of networks are interconnected to provide global connectiv-
ity. Compare these two approaches, namely, a single network versus an internetwork, in
terms of the range of services that can be provided and the cost of establishing a world-
wide network.

Consider an internetwork architecture that is defined using gateways/routers to commu-
nicate across networks but that uses a connection-oriented approach to packet switching?
What functionality is required in the routers? Are any additional constraints imposed on
the underlying networks?

The internet below consists of three LANs-interconnected by two routers. Assume that the

hosts and routers have the IP addresses as shown.

a. Suppose that all traffic from network 3 that is destined to H1 is to be routed directly
through router R2 and that all other traffic from network 3 is to go to network 2. What
routing table entries should be present in the network 3 hosts and in R2?

4 | P | eTextMainMenu | Textbook Table of Contents



92

38.

39.

40.

41.

42.

43.

44.

45.

CHAPTER 2 Applications and Layered Architectures

Hl H2
(1,2) (1,3)
Network 1

2.1 (2,2 (2.3)
Network 2
24
1.4
m E &
(3.3 (3.2 3.1
Network 3

b. Suppose that all traffic from network 2 to network 3 is to be routed directly through
R2. What routing table entries should be present in the network 1 hosts and in R2?

Explain why it is useful for application layer programs to have a “well-known” TCP port
number?

Use a Web browser to connect to cnn.com. Explain what layers in the protocol stack are
involved in the delivery of the video newscast.

Use a Web browser to connect to an audio program, say, www.rsradio.com (Rolling
Stone Radio) or www.cbc.com (CBC Radio). Explain what layers in the protocol stack
are involved here. How does this situation differ from the delivery of video in problem 39?

Which of the TCP/IP transport protocol (UDP or TCP) would you select for the following
applications: packet voice, file transfers, remote login, multicast communication (i.e.,
multiple destinations).

Use the Telnet program to send an e-mail by directly interacting with your local mail
server.

The nslookup program can be used to query the Internet domain name servers. Use this
program to look up the IP address of www.utoronto.ca.

Use PING to find the round-trip time to the home page of your university and to the
home page of your department.

Use netstat to find out the routing table for a host in your network.
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Suppose regularly spaced PING packets are sent to a remote host. What can you conclude
from the following results?

a. No replies arrive back.

b. Some replies are lost.

c. All replies arrive but with variable delays.

d. What kind of statistics would be useful to calculate for the round-trip delays?

Suppose you want to test the response time of a specific Web server. What attributes
would such a measurement tool have? How would such a tool be designed?

A denial-of-service attack involves loading a network resource to the point where it
becomes nonfunctional. Explain how PING can be used to carry out a denial-of-service
attack.

HTTP relies on ASCII characters. To verify the sequence of messages shown in Table 2.1,
use the Telnet program to connect to a local Web site.

Discuss the similarities and differences between the control connection in FTP and the
remote control used to control a television. Can the FTP approach be used to provide
VCR-type functionality to control the video from a video-on-demand service?

Use a Web browser to access the Cooperative Association for Internet Data Analysis
(CAIDA) Web page (http://www.caida.org/Tools/taxonomy.html) to retrieve the CAIDA
measurement tool taxonomy document. You will find links there to many free Internet
measurement tools and utilities.

Run the UDP client and server programs from the Berkeley API section on different
machines, record the round-trip latencies with respect to the size of the data, and plot
the results.

In the TCP example from the Berkeley API section, the message size communicated is
fixed regardless of how many characters of actual information a user types. Even if the
user wants to send only one character, the programs still sends 256 bytes of messages—
clearly an inefficient method. One possible way to allow variable-length messages to be
communicated is to indicate the end of a message by a unique character, called the
sentinel. The receiver calls read for every character (or byte), compares each character
with the sentinel value, and terminates after this special value is encountered. Modify the
TCP client and server programs to handle variable-length messages using a sentinel value.

Another possible way to allow variable-length messages to be communicated is to precede
the data to be transmitted by a header indicating the length of the data. After the header is
decoded, the receiver knows how many more bytes it should read. Assuming the length of
the header is two bytes, modify the TCP client and server programs to handle variable-
length messages.

The UDP client program in the example from the Berkeley API section may wait forever if
the datagram from the server never arrives. Modify the client program so that if the
response from the server does not arrive after a certain timeout (say, 5 seconds), the
read call is interrupted. The client then retransmits a datagram to the server and waits
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for a new response. If the client does not receive a response after a fixed number of trials
(say, 10 trials), the client should print an error message and abandon the program. Hint:
Use the sigaction and alarm functions.

Modify the UDP client to access a date-and-time server in a host local to your network. A
date-and-time server provides client programs with the current day and time on demand.
The system internal clock keeps the current day and time as a 32-bit integer. The time is
incremented by the system (every second). When an application program (the server in this
case) asks for the date or time, the system consults the internal clock and formats the date
and time of day in human-readable format. Sending any datagram to a date-and-time
server is equivalent to making a request for the current date and time; the server responds
by returning a UDP message containing the current date and time. The date-and-time
server can be accessed in UDP port 13.
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CHAPTER 3

Digital Transmission Fundamentals

In Chapter 1 we saw that the development of the early network architectures was
motivated by very specific applications. Telegraphy was developed specifically
for the transfer of text messages. We saw that Morse and Baudot pioneered the
use of binary representations for the transfer of text and that digital transmission
systems were developed for the transfer of the resulting binary information
streams. Later telephony was developed for the transfer of analog voice informa-
tion. The invention of Pulse Code Modulation (PCM) paved the way for voice to
be transmitted over digital transmission networks. In the same way that the
Morse and Baudot codes standardized the transfer of text, PCM standardized
the transfer of voice in terms of 0s and 1s. We are currently undergoing another
major transition from analog to digital transmission technology, namely, the
transition from analog television systems to entirely digital television systems.
When this transition is complete, all major forms of information will be repre-
sented in digital form. This change will open the way for the deployment of
digital networks that can transfer the information for all the major types of
information services.

Digital transmission is the core technology that enables the integration of
services in a network. In this chapter we present the fundamental concepts con-
cerning digital transmission. The chapter is organized into the following sections:

1. Digital representation of information. The basic properties of text, image,
voice, audio and video information are presented. These information types
can be viewed as flows that traverse the network. We examine the types of
information flows that are generated by the various types of information, and
we consider the requirements that they place on the networks that carry them.

2. Why digital transmission? We explain the advantages of digital transmission
over analog transmission. We develop the basic abstraction of a transmission
link as a pipe that transfers bits for the data link layer. We present the key
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96 CHAPTER 3 Digital Transmission Fundamentals

parameters that determine the transmission capacity of a physical medium.
We also indicate where various media are used in digital transmission systems.
This section is a summary of the following two sections.’

3. Characterization of communication channels. We discuss communication chan-
nels in terms of their ability to transmit pulse and sinusoidal signals. We
introduce the concept of bandwidth as a measure of a channel’s ability to
transmit pulse information.

4. Fundamental limits of digital transmission. We discuss binary and multilevel
digital transmission systems, and we develop fundamental limits on the bit
rate that can be obtained over a channel.

5. Line coding. We introduce various formats for transmission binary informa-
tion and discuss the criteria for selecting an appropriate line code.

6. Modems and digital modulation. We discuss digital transmission systems that
use sinusoidal signals, and we explain existing telephone modem standards.

7. Properties of transmission media. We discuss copper wire, radio, and optical
fiber systems and their role in access and backbone digital networks.
Examples from various physical layer standards are provided.

8. Error detection and correction. We present coding techniques that can be used
to detect and correct errors that may occur during digital transmission. These
coding techniques form the basis for protocols that provide reliable transfer of
information.

3.1 DIGITAL REPRESENTATION OF
INFORMATION

Networks are driven by the applications they support and must therefore be
designed to accommodate the requirements imposed by the information types
used in the applications. These information types include text, speech, audio,
data, images, and video. In this section we are concerned with (1) the properties
of these information types and (2) the requirements that the digital representa-
tion of these information types impose on the network. We are concerned in
particular with the volume of binary information that needs to be transferred for
each information type. The remainder of the chapter is concerned with tech-
niques for carrying out the transfer of such information over various types of
communications systems.

It is useful at this point to identify which layers in the OSI reference model
we are dealing with. This section examines the information in its original form in
the application. The application generates blocks or streams of information that
all the layers in the protocol stack must handle. The remainder of the chapter

"This arrangement allows sections 3.3 and 3.4 to be skipped in courses that are under tight time con-
straints. Nevertheless, we believe that the remaining sections make the topic of digital transmission quite
accessible, so we encourage all students to read the remainder of the chapter independently.

4 | P | eTextMainMenu | Textbook Table of Contents



3.1 Digital Representation of Information 97

deals with the physical layer, which handles the transfer of raw bits. A useful
analogy is to view the information generated by the application as a flow that
needs to be carried by the network. The digital transmission systems at the
physical layer are the pipes that carry the information flows.

3.1.1 Binary Representations of Different Information Types

Information can be categorized into two broad categories: information that
occurs naturally in the form of a single block and stream information that is
produced continuously by a source of information. Table 3.1 gives examples of
block-oriented information, which include data files, black-and-white documents,
and pictures. Table 3.2 gives examples of stream information such as audio and
video.

The most common examples of block information are files that contain text,
numerical, or graphical information. We routinely deal with these types of infor-
mation when we send e-mail and when we retrieve documents. These blocks of
information can range from a few bytes to several hundred kilobytes and occa-
sionally several megabytes. The normal form in which these files occur can
contain a fair amount of statistical redundancy. For example, certain characters
and patterns such as e and the, occur very frequently. Data compression utilities
such as compress, zip, and other variations exploit these redundancies to encode
the original information into files that require less disk storage space.”> Some
modem standards also apply these data compression schemes to the information
prior to transmission. The compression ratio is defined as the ratio of the number
of bits in the original file to the number of bits in the compressed file. Typically

Information Data compression Format Uncompressed Compressed Applications
type technique (compression ratio)
Text files Compress, zip, ASCII Kbytes to Mbytes  (2-6) Disk storage,
and variations modem
transmission
Scanned CCITT Group 3 A4 page @ 256 Kbytes 15-54 Kbytes (1-D) Facsimile
black-and-  facsimile standard 200 x 200 5-35 Kbytes (2-D) transmission,
white pixels/inch (5-50) document
documents and options storage
Color images JPEG 8-x-10 inch 38.4 Mbytes 1.2-8 Mbytes Image
photo (5-30) storage or
scanned @ transmission
400 pixels/
inch

TABLE 3.1 Block-oriented information

The details of the data compression techniques discussed in this section are found in Chapter 12.
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98 CHAPTER 3 Digital Transmission Fundamentals

the compression ratio for these types of information is two or more, thus provid-
ing an apparent doubling or more of the transmission speed or storage capacity.

A facsimile system scans a black-and-white document into an array of dots
that are either white or black. The CCITT Group 3 facsimile standards provide
for resolutions of 200, 300, or 400 dots per horizontal inch and 100, 200, or 400
vertical lines per inch. For example, a standard A4 page at 200 x 100 pixels/inch
(slightly bigger than 8.5 x 11 inches) produces 256 kilobytes prior to compres-
sion. At a speed of 28.8 kbps, such an uncompressed page would require more
than 1 minute to transmit. Existing fax compression algorithms can reduce this
transmission time typically by a factor of 8 to 16.

An individual color image produces a huge number of bits. A pixe!/ is defined
as a single dot in a digitized image. For example, an 8-x-10-inch picture scanned
at a resolution of 400 x 400 pixels per square inch yields 400 x 400 x 8 x 10 =
12.8 million pixels; see Table 3.1. A color image is decomposed into red, green
and blue subimages as shown in Figure 3.1. Normally eight bits are used to
represent each of the red, green, and blue color components, resulting in a
total of 12.8 megapixels x 3 bytes/pixel = 38.4 megabytes. At a speed of
28.8 kbps, this image would require about 3 hours to transmit! Clearly, data
compression methods are required to reduce these transmission times.

The Graphics Interchange Format (GIF) takes image data, in binary form,
and applies lossless data compression. Lossless data compression schemes pro-
duce a compressed file from which the original data can be recovered exactly.
(Facsimile and file compression utilities also use lossless data compression.)
However, lossless data compression schemes are limited in the compression
rates they can achieve. For this reason, GIF is used mainly for simple images
such as line drawings and images containing simple geometrical shapes. On the
other hand, lossy data compression schems produce a compressed file from which
only an approximation to the original information can be recovered. Much higher
compression schemes are possible. In the case of images, lossy compression is
acceptable as long as there is little or no visible degradation in image quality. The
Joint Photographic Experts Group (JPEG) standard provides a lossy compres-
sion algorithm that can be adjusted to balance image quality versus file size. For
example, JPEG can typically produce a high-quality reproduction with a com-
pression ratio of about 15. Combined with the fastest telephone modems, say

W \\4 W ~W—
[ Red [ Green Blue
Color
H . component + H component component
image . . .
image image image

Total bits before compression = 3 x H X W pixels x B bits/pixel =3 HWB

FIGURE 3.1 Color image had three components
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3.1 Digital Representation of Information 99

56 kbps, this compression ratio reduces the transmission time of the image in
Table 3.1 to several minutes. Clearly in the case of images, we either make do
with lower resolution and/or lower quality images or we procure higher speed
communications.

Analog information such as voice, music, or video occurs in a steady stream.
Table 3.2 lists the properties of this type of information. In the case of a voice or
music signal, the sound, which consists of variations in air pressure, is converted
into a voltage that varies continuously with time.

The first step in digitizing such a signal is to sample the values of the signal
every T seconds as shown in Figure 3.2a. Clearly, the value of T that is used
depends on how fast the signal varies with time. For example, for a PCM tele-
phone-quality voice, the signal is sampled at a rate of 8000 samples/second, that
is, T = 1/8000 = 125 microseconds as shown in Figure 3.2a. The precision of the
sample measurements determines the bit rate as well as the quality of the approx-
imation. For example, Figure 3.2b shows how each of the signal samples can be
approximated by one of the eight levels. Each level can then be represented by a
three-bit number. In the case of telephone systems, the samples are represented
by 8 bits in resolution, resulting in a bit rate of 8000 samples/second x 8 bits/
sample = 64 kbps. The bit rate can be reduced by reducing the resolution, but
doing so results in a less accurate reproduction of the original signal.

Information Compression Format Uncompressed Compressed Applications
type technique
Voice PCM 4 kHz voice 64 kbps 64 kbps Digital
telephony
Voice ADPCM 4 kHz voice 64 kbps 32 kbps Digital
(+ silence detection) (16 kbps) telephony,
voice mail
Voice Residual-excited 4 kHz voice 64 kbps 8-16 kbps Digital
linear prediction cellular
telephony
Audio MPEG audio MP3  16-24 kHz 512-748 kbps 32-384 kbps MPEG
compression audio audio
Video H.261 coding 176 x 144 or  2-36.5 Mbps 64 kbps—1.544 Video
352 x 288 Mbps conferencing
frames @
10-30 frames/
second
Video MPEG-2 720 x 480 249 Mbps 2-6 Mbps Full-motion
frames broadcast
@ 30 frames/ video
second
Video MPEG-2 1920 x 1080 1.6 Gbps 19-38 Mbps High-
frames @ 30 definition
frames/second television

TABLE 3.2 Properties of analog and video information
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(a) Original waveform and the sample values
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FIGURE 3.2 Sampling of a speech signal

The high cost of transmission in certain situations, for example, undersea
cable, satellite, and wireless systems, has led to the development of more complex
algorithms for reducing the bit rate while maintaining a telephone-quality voice
signal. Differential PCM (DPCM) encodes the difference between successive
samples. Adaptive DPCM (ADPCM) adapts to variations in voice-signal level.
Linear predictive methods adapt to the type of sound. These systems can reduce
the bit rate of telephone-quality voice to the range 8 to 32 kbps. Despite the fact
that they are “lossy,” these schemes achieve compression and high quality due to
the imperceptibility of the approximation errors that are introduced.

Music signals vary much more rapidly than voice signals do. Thus, for
example, audio compact disc (CD) systems sample the music signals at 44 kilo-
samples/second at a resolution of 16 bits. For a stereo music system the result is a
bit rate of 44,000 samples/second x 16 bits/sample x 2 channels = 1.4 megabits/
second. One hour of music will then produce 317 Mbytes of information. The
subband coding technique used in the MPEG audio standard can reduce this bit
rate by a factor of 14 kbps to about 100 kbps.

Video signals (‘““‘moving pictures” or “flicks’’) can be viewed as a succession
of pictures that is fast enough to give the human eye the appearance of contin-
uous motion. If there is very little motion, such as a close-up view of a face in a
videoconference, then the system needs to transmit only the differences between
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3.1 Digital Representation of Information 101

successive pictures. Typical videoconferencing systems operate with frames
of 176 x 144 pixels at 10 to 36 frames/second as shown in Figure 3.3a. The
color of each pixel is initially represented by 24 bits, that is, 8 bits per color
component. When compressed, these videoconferencing signals produce bit rates
in the range of several hundred kilobits/second as shown in Table 3.2.

Broadcast television requires greater resolution (720 x 480 pixels per frame)
than video conferencing requires, as shown in Figure 3.3b, and can contain a
high degree of motion. The MPEG-2 coding system can achieve a reduction from
the uncompressed bit rate of 249 Mbps to the range of 2 to 6 Mbps. The recently
approved Advanced Television Systems Committee (ATSC) U.S. standard for
high-definition television applies the MPEG-2 coding system in a system that
operates with more detailed 1920 x 1080 pixel frames at 30 frames/second as
shown in Figure 3.3c. The 16:9 aspect ratio of the frame gives a more theaterlike
experience; ordinary television has a 4:3 aspect ratio. The uncompressed bit rate
is 1.6 gigabits/second. The MPEG-2 coding can reduce this to 19 to 38 Mbps,
which can be supported by digital transmission over terrestrial broadcast and
cable television systems.

3.1.2 Network Requirements of Different Information Types

In the preceding discussion we focused primarily on the amount of information
required to represent different types of information, that is, bits per file for
blocks of information and bits per second for streams of information. To handle
a particular type of information, a network or transmission system must be
capable of transferring the associated volume of information. The various types

176

(a) QCIF videoconferencing " @ 30 frames/second =
760,000 pixels/second
~720—~
(b) Broadcast TV 4£0 @ 30 frames/second =
) 10.4 x 10° pixels/second
1920
(c) HDTV I
1080 @ 30 frames/second =

l 67 x 10° pixels/second

FIGURE 3.3 Video image pixel rates
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102 cHAPTER 3 Digital Transmission Fundamentals

of information also impose additional requirements on the network or transmis-
sion system. The accuracy of the information delivered and the timeliness of the
delivery are of particular interest.

This chapter shows that digital transmission systems have some small, but
nonzero, rate at which they introduce errors into the delivered information.
Different types of information have different degrees of tolerance to such trans-
mission errors. For example, data files in general cannot tolerate any errors. The
transfer of data files therefore involves the use of error-detection schemes that
identify transmissions that contain errors and initiate error-recovery procedures.
Other types of information, such as facsimile, can tolerate some errors.
Typically, as the compression ratio of a scheme increases, the importance of
the information conveyed by every bit in the compressed sequence increases
accordingly. Thus errors introduced in the compressed sequence can lead to
high or even catastrophic distortion. For example, PCM speech, which is not
highly compressed, can tolerate fairly high bit error rates. On the other hand,
highly compressed speech, for example, using residual-excited linear predictive
coding, will be quite vulnerable to errors and therefore necessitates the use of
error-correction coding. Error-detection and -correction schemes are discussed in
the last section of this chapter.

Certain applications have timeliness requirements associated with the de-
livery of information. For example, a request for a block of information may
involve a presentation deadline. The network may therefore be required to deli-
ver the block within a certain maximum delay. The time to deliver a block of L
bits of information includes the propagation delay as well as the block transmis-
sion time: 7,,,, + L/R. The propagation delay ¢,,,, = d/c where d is that distance
that the information has to travel and c is the speed of light in the transmission
medium. Clearly, the designer cannot change the speed of light, but the distance
that the information has to travel can be controlled through the placement of the
file servers. The time to transmit the file can be reduced by increasing the trans-
mission bit rate R.

Stream information can be viewed as a sequence of blocks of information as
shown in Figure 3.4a. An application may impose a maximum delay on every
block of information within the stream. For example, real-time communications
between people requires a maximum delay of about 250 ms to ensure interac-
tivity close to that of normal conversation.

As a stream of blocks traverses the network, the spacing between the infor-
mation blocks can be altered. Jitter is defined as the variation in the delay
between consecutive blocks. Figure 3.4b shows that variable delays incurred
while traversing a network can introduce jitter through ‘“‘bunching up.” In
stream applications the decoder that plays back the information must be fed a
steady stream of information blocks for the system to operate correctly.
Typically, the decoder assumes that all blocks will arrive within some maximum
delay, and it plays back the information within such a delay, as shown in Figure
3.4c. The receiver uses a buffer to hold blocks of information until their playback
time. The jitter is a measure of how much the blocks of information will tend to
bunch up and hence of the buffer size that will be required to hold the blocks.
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(a)  Original sequence
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(b) lJitter due to variable delay
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FIGURE 3.4 Temporal impairments for stream information

In the remainder of this chapter we are concerned only with the bit rate and
the transmission error properties of digital transmission systems. We also con-
sider the problem of dealing with transmission errors. In Chapter 5 we return to
the discussion of the adaptation techniques that can be used to help an applica-
tion deal with the various types of impairments incurred during transfer through
a network.

3.2 WHY DIGITAL COMMUNICATIONS?’

A transmission system makes use of a physical transmission medium or channel
that allows the propagation of energy in the form of pulses or variations in
voltage, current, or light intensity as shown in Figure 3.5. In analog communica-
tions the objective is to transmit a waveform, which is a function that varies
continuously with time, as shown in Figure 3.6a. For example, the electrical
signal coming out of a microphone corresponds to the variation in air pressure
corresponding to sound. This function of time must be reproduced exactly at the
output of the analog communication system. In practice, communications chan-
nels do not satisfy this condition, so some degree of distortion is unavoidable.
In digital transmission the objective is to transmit a given symbol that is
selected from some finite set of possibilities. For example, in binary digital

Transmitter Receiver

—> () Communication channel ) —>

FIGURE 3.5 General transmission system

3This section summarizes the main results of sections 3.3 and 3.4, allowing these two sections to be skipped
if necessary.
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(a) Analog transmission: all details must be reproduced FIGURE 3.6 Analog versus digital
accurately transmission
Sent Received

pen g

ee.g., AM, FM, TV transmission

(b) Digital transmission: only discrete levels need to be
reproduced

Sent Received

* e.g., digital telephone, CD audio

transmission the objective is to transmit either a 0 or a 1. This can be done, for
instance, by transmitting positive voltage for a certain period of time to convey a
1 or a negative voltage to convey a 0, as shown in Figure 3.6b. The task of the
receiver is to determine the input symbol with high probability. The positive or
negative pulses that were transmitted for the given symbols can undergo a great
degree of distortion. Where signaling uses positive or negative voltages, the
system will operate correctly as long as the receiver can determine whether the
original voltage was positive or negative.

The cost advantages of digital transmission over analog transmission become
apparent when transmitting over a long distance. Consider, for example, a sys-
tem that involves transmission over a pair of copper wires. As the length of the
pair of wires increases, the signal at the output is attenuated and the original
shape of the signal is increasingly distorted. In addition, interference from extra-
neous sources, such as radiation from car ignitions and power lines, as well as
noise inherent in electronic systems result in the addition of random noise to the
transmitted signal. To transmit over long distances, it is necessary to introduce
repeaters periodically to regenerate the signal, as shown in Figure 3.7. Such
signal regeneration is fundamentally different for analog and digitial transmis-
sions.

In an analog communication system, the task of the repeater is to regenerate
a signal that resembles as closely as possible the signal at the input of the repeater
segment. Figure 3.8 shows the basic functions carried out by the repeater. The

Transmission segment

Source Repeater Repeater Destination

FIGURE 3.7 Typical long-distance link
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Attenuated and distorted Recovered signal
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residual noise

noise

Repeater

FIGURE 3.8 An analog repeater

input to the repeater is an attenuated and distorted version of the original trans-
mitted signal plus the random noise added in the segment. First the repeater
deals with the attenuation by amplifying the received signal. To do so the repeat-
er multiplies the signal by a factor that is the reciprocal of the attenuation a. The
resulting signal is still distorted by the channel.

The repeater next uses a device called an equalizer in an attempt to eliminate
the distortion. You will see in the next section that the source of the distortion in
the signal shape has two primary causes. The first cause is that different fre-
quency components of the signal are attenuated differently.* In general, high-
frequency components are attenuated more than low-frequency components.
The equalizer compensates for this situation by amplifying different frequency
components by different amounts. The second cause is that different frequency
components of a signal are delayed by different amounts as they propagate
through the channel. The equalizer attempts to provide differential delays to
realign the frequency components. In practice it is very difficult to carry out
the two functions of the equalizer. For the sake of argument, suppose that the
equalization is perfect. The output of the repeater then consists of the original
signal plus the noise.

In the case of analog signals, the repeater is limited in what it can do to deal
with noise. If it is known that the original signal does not have components
outside a certain frequency band, then the repeater can remove noise compo-
nents that are outside the signal band. However, the noise within the signal band
cannot be reduced and consequently the signal that is finally recovered by the
repeater will contain some noise. The repeater then proceeds to send the recov-
ered signal over the next transmission segment.

The effect on signal quality after multiple analog repeaters is similar to that
in repeated recordings using analog audiocassette tapes or VCR tapes. The first
time a signal is recorded, a certain amount of noise, which is audible as hiss, is
introduced. Each additional recording adds more noise. After a large number of
recordings, the signal quality degrades considerably.’ A similar effect occurs in
the transmission of analog signals over multiple repeater segments.

*Periodic signals can be represented as a sum of sinusoidal signals using Fourier series. Each sinusoidal
signal has a distinct frequency. We refer to the sinusoidal signals as the “frequency components” of the
original signal. (Fourier series are reviewed in Appendix 3B.)

SDigital recording techniques will be introduced in consumer products in the near future, and so this
example will become obsolete! Another example involves noting the degradation in image quality as a
photocopy of a photocopy is made.
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Next consider the same copper wire transmission system for digital commu-
nications. Suppose that a string of Os and 1s is conveyed by a sequence of positive
and negative voltages. As the length of the pair of wires increases, the pulses are
increasingly distorted and more noise is added. A digital repeater is required as
shown in Figure 3.7. The sole objective of the repeater is to determine with high
probability the original binary stream. The repeater also uses an equalizer to
compensate for the distortion introduced by the channel. However, the repeater
does not need to completely regenerate the original shape of the transmitted
signal. It only needs to determine whether the original pulse was positive or
negative. To do so, the repeater is organized in the manner shown in Figure 3.9.

A timing recovery circuit keeps track of the intervals that define each pulse.
The decision circuit then samples the signal at the midpoint of each interval to
determine the polarity of the pulse. In a property designed system, in the absence
of noise, the original symbol would be recovered every time, and consequently
the binary stream would be regenerated exactly over any number of repeaters
and hence over arbitrarily long distances. However, noise is unavoidable, which
implies that errors will occur from time to time. An error occurs when the noise
signal is sufficiently large to change the polarity of the original signal at the
sampling point. Digital transmission systems are designed for very low bit
error rates, for example, 1077, 107°, or even 107!, which corresponds to one
error in every trillion bits!

The impact on signal quality in multiple digital repeaters is similar to the
digital recording of music where the signal is stored as a file of binary informa-
tion. We can copy the file digitally any number of times with extremely small
probabilities of errors being introduced in the process. In effect, the quality of the
sound is unaffected by the number of times the file is copied.

The preceding discussion shows that digital transmission has superior per-
formance over analog transmission. Digital repeaters eliminate the accumulation
of noise that takes place in analog systems and provide for long-distance trans-
mission that is nearly independent of distance. Digital transmission systems can
operate with lower signal levels or with greater distances between repeaters than
analog systems can. This factor translates into lower overall system cost and was
the original motivation for the introduction of digital transmission.

Over time, other benefits of digital transmission have become more promi-
nent. Networks based on digital transmission are capable of handling any type of
information that can be represented in digital form. Thus digital networks are

o Decision circuit —I_l_
Amplifier .
—> . and signal e
equalizer
regenerator

Timing
recovery

FIGURE 3.9 A digital repeater
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suitable for handling many types of services. Digital transmission also allows
networks to exploit the advances in digital computer technology to increase not
only the volume of information that can be transmitted but also the types of
processing that can be carried out within the network, that is, error correction,
data encryption, and the various types of network protocol processing that are
the subject of this book.

3.2.1 Basic Properties of Digital Transmission Systems

The purpose of a digital transmission system is to transfer a sequence of 0s and 1s
from a transmitter (on the left end) to a receiver (on the right) as shown in Figure
3.10. We are particularly interested in the bit rate or transmission speed as
measured in bits/second. The bit rate R can be viewed as the cross-section of
the information pipe that connects the transmitter to the receiver.

The transmission system uses pulses or sinusoids to transmit binary informa-
tion over a physical transmission medium. A fundamental question in digital
transmission is how fast can bits be transmitted reliably over a given medium.
This capability is clearly affected by several factors including:

e The amount of energy put into transmitting each signal.

o The distance that the signal has to traverse (because the energy is dissipated and
dispersed as it travels along the medium).

e The amount of noise that the receiver needs to contend with.

e The bandwidth of the transmission medium, which we explain below.

A transmission channel can be characterized by its effect on tones of various
frequencies. A (sinusoidal) tone of a given frequency f is applied at the input,
and the tone at the output of the channel is measured. The ability of the channel
to transfer a tone of the frequency f is given by the amplitude-response function
A(f), which is defined as the ratio of the amplitude of the output tone divided by
the amplitude of the input tone. Figure 3.11 shows the typical amplitude-
response functions of a low-pass channel and its idealized counterpart. The
bandwidth of a channel is defined as the range of frequencies that is passed by
a channel. Our first major result in the following sections will be to show that the
rate at which pulses can be transmitted over a channel is proportional to the
bandwidth. In essence, we will show that if a channel has bandwidth W, then the
narrowest pulse that can be transmitted over the channel has width t = 1/2W
seconds. Thus the fastest rate at which pulses can be transmitted into the channel is
given by the Nyquist rate: r,,,. = 2W pulses/second.

d meters
0110101..4() Communication channel )01101014..
FIGURE 3.10 A digital transmission system
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(a) Low-pass and idealized low-pass channel
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FIGURE 3.11 Typical amplitude-response functions

We can transmit binary information by sending a pulse with amplitude +4
to send a 1 bit and —4 to send a 0 bit. Each pulse transmits one bit of informa-
tion, so this system then has a bit rate of 2 pulses/second * 1 bit/pulse =
2W bps. We can increase the bit rate by sending pulses with more levels. For
example, if pulses can take on amplitudes from the set {—A4, —A4/3, +A4/3, +A4} to
transmit the pairs of bits {00, 01, 10, 11}, then each pulse conveys two bits of
information and the bit rate is 41 bps. In general, if we use M = 2" levels, say,
{(—4,—(M —3)A/(M —1),...,+(M — 3)A/(M — 1), +A}, then the bit rate will
be 2Wm bps. Thus, if we use multilevel transmission pulses that can take on M =
2" amplitude levels, we can transmit at a bit rate of 2Wm bits/second:

R = 2W pulses/second * m bits/pulse = 2Wm bits/second

In the absence of noise, the bit rate can be increased without limit by increasing
the number of signal levels M. However, noise is an impairment encountered in
all communication channels. Noise consists of extraneous signals that are added
to the desired signal at the input to the receiver. Figure 3.12 gives two examples
where the desired signal is a square wave and where noise is added to the signal.
In the first example the amplitude of the noise is less than that of the desired
signal, and so the desired signal is discernable even after the noise has been
added. In the second example the noise amplitude is greater than that of the
desired signal, which is now more difficult to discern. The signal-to-noise ratio
(SNR), defined in Figure 3.12, measures the relative amplitudes of the desired
signal and the noise. The SNR is usually stated in decibels (dB). Returning to
multilevel transmission, suppose we increase the number of levels while keeping
the maximum signal levels -4 fixed. Each increase in number of signal levels
requires a reduction in the spacing between levels. At some point these reduc-
tions will imply significant increases in the probability of detection errors as the
noise will be more likely to convert the transmitted signal level into other signal
levels. Thus the presence of noise limits the reliability with which the receiver can
correctly determine the information that was transmitted.
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Signal Noise Signal + noise

, - f
Signal Noise Signal + noise

SNR ' e g

Average signal power
SNR= —
Average noise power

SNR (dB) = 10 log; SNR

FIGURE 3.12 Signal-to-noise ratio

The channel capacity of a transmission system is the maximum rate at which
bits can be transferred reliably. We have seen above that the bit rate and relia-
bility of a transmission system are affected by the channel bandwidth, the signal
energy or power, and the noise power. Shannon derived an expression for chan-
nel capacity. He also showed that reliable communication is not possible at rates
above this capacity. The Shannon channel capacity is given by the following
formula:

C = Wlog,(1 + SNR)bits/second

As an example, consider telephone modem speeds. A modem operating over
a telephone line has a maximum useful bandwidth of about 3400 Hz. If we
assume an SNR of 40 dB, which is slightly over the maximum possible in a
telephone line, Shannon’s formula gives a channel capacity of 44.8 kbps. The
V.90 modems that were introduced in 1998 operate at a rate of 56 kbps, well in
excess of the Shannon bound! How can this be? The explanation is given on the
next page.

Table 3.3 shows the bit rates that are provided by current digital transmis-
sion systems over various media. Twisted pairs present a wide set of options in
telephone access networks and in Ethernet LANs. Cable television modems
provide high speed transmission over coaxial cable. Wireless links also provide
some options in access networks and LANs. Optical fiber transmission provides
the high bandwidths required in backbone networks. Dense wavelength division
multiplexing systems will provide huge bandwidths and will profoundly affect
network design.

4 | P | eTextMainMenu | Textbook Table of Contents



110 cHAPTER 3 Digital Transmission Fundamentals

SHANNON CHANNEL CAPACITY AND THE 56KBPS MODEM

The Shannon channel capacity for a telephone channel gives a maximum
possible bit rate of 44.8 kbps at 40 dB SNR. How is it that the V.90 modems
achieve rates of 56 kbps? In fact, a look at the fine print shows that the bit rate
is 33.6 kbps inbound into the network. The modem signal must undergo an
analog-to-digital conversion when it is converted to PCM at the entrance to
the telephone network. This step introduces the PCM approximation error or
noise. At the maximum allowable signal level, we have a maximum possible
SNR of 39 dB, so the 56 kbps is not attainable in the inbound direction, and
hence the inbound operation is at 33.6 kbps. In the direction from the Internet
server provider (ISP) to the user, the signal from the ISP is already digital and
so it does not need to undergo analog-to-digital conversion. Hence the quan-
tization noise is not introduced, a higher SNR is possible, and speeds
approaching 56 kbps can be achieved from the network to the user.

Digital transmission system Bit rate Observations
Telephone twisted pair 33.6 kbps 4 kHz telephone channel
Ethernet over twisted pair 10 Mbps 100 meters over unshielded twisted
pair
Fast Ethernet over twisted pair 100 Mbps 100 meters using several arrangements
of unshielded twisted pair
Cable modem 500 kbps to 4 Mbps Shared CATYV return channel
ADSL over twisted pair 64-640 kbps inbound Uses higher frequency band and
1.536-6.144 Mbps coexists with conventional analog
outbound telephone signal, which occupies 0—4
kHz band
Radio LAN in 2.4 GHz band 2 Mbps IEEE 802.11 wireless LAN
Digital radio in 28 GHz band 1.5-45 Mbps 5 km multipoint radio link
Optical fiber transmission system 2.4-9.6 Gbps Transmission using one wavelength
Optical fiber transmission system 1600 Gbps and higher Multiple simultaneous wavelengths

using wavelength division
multiplexing

TABLE 3.3 Bit rates of digital transmission systems

3.3 CHARACTERIZATION OF COMMUNICATION
CHANNELS

A communication channel is a system consisting of a physical medium and
associated electronic and/or optical equipment that can be used for the transmis-
sion of information. Commonly used physical media are copper wires, coaxial
cable, radio, and optical fiber. Communications channels can be used for the
transmission of either digital or analog information. Digital transmission
involves the transmission of a sequence of pulses that is determined by a corre-
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sponding digital sequence, typically a series of binary Os and Is. Analog trans-
mission involves the transmission of waveforms that correspond to some analog
signal, for example, audio from a microphone or video from a television camera.
Communication channels can be characterized in two principal ways: frequency
domain and time domain.

3.3.1 Frequency Domain Characterization

Figure 3.13 shows the approach used in characterizing a channel in the frequency
domain. A sinusoidal signal x(¢) = cos(2nf?) that oscillates at a frequency of f
cycles/second (Hertz) is applied to a channel. The channel output y(f) usually
consists of a sinusoidal signal of the same frequency but of different amplitude
and phase:®

W) = A(f) cos2nft + ¢(f)) = A(f) cos2rf (1 — (). (D

The channel is characterized by its effects on the input sinusoidal signal. The
first effect involves an attenuation of the sinusoidal signal. This effect is char-
acteized by the amplitude-response function A(f), which is the ratio of the output
amplitude to the input amplitude of the sinusoids at frequency f. The second
effect is a phase shift ¢( /) in the output sinusoid relative to the input sinusoid. In
general, both the amplitude response and the phase shift depend on the fre-
quency f of the sinusoid. You will see later that for various communication
channels the attenuation increases with f. Equation 1 also shows that the output
y(?) can be viewed as the input attenuated by A(f) and delayed by z(f).

The frequency-domain characterization of a channel involves varying the
frequency f of the input sinusoid to evaluate A(f) and ¢@(f). Figure 3.14
shows the amplitude-response and phase-shift functions for a “low pass’ chan-
nel. In this channel very low frequencies are passed, but very high frequencies are
essentially eliminated. In addition, frequency components at low frequencies are
not phase shifted, but very high frequencies are shifted by 90 degrees.

A, cos 2mft A, cos2nft + o(f))
t —3 Channel (> %—’l
A
A = _out
) n

in

FIGURE 3.13 Channel characterization—frequency domain

®The statement applies to channels that are “linear.” For such channels the output signal corresponding to
a sum of input signals, say, x;(¢) + x,(), is equal to the sum of the outputs that would have been obtained
for each individual input; that is, y(¢) = y;(¢) + y»(?).
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1 A(f) =

T 1 +4n?f?

o(f) = tan"'2f

12n

PP N

o e

FIGURE 3.14 Example of amplitude-response function and phase-shift function

The attenuation of a signal is defined as the reduction or loss in signal power
as it is transferred across a system. The attenuation is usually expressed in dB:

in

attenuation = 10log,
PUM[

The power in a sinusoidal signal of amplitude is 4?/2. Therefore, the
attenuation in the channel in Figure 3.13 is given by P,,/P,, =
Ain/ Agu = 1/ A°(f).

The amplitude-response function A(f) can be viewed as specifying a window
of frequencies that the channel will pass. The bandwidth 1 of a channel mea-
sures the width of the window of frequencies that are passed by the channel.
Figure 3.11 shows two typical amplitude-response functions. The low-pass chan-
nel passes low-frequency components and increasingly attenuates higher fre-
quency components. In principle this channel has infinite bandwidth, since
every frequency is passed to some degree. However, for practical purposes,
signals above the specified frequency are considered negligible. We can define
such a frequency as the bandwidth and approximate the amplitude-response
function by the idealized low-pass function in Figure 3.11a. Another typical
amplitude-response function is a ““band pass’” channel that passes frequencies
in the range f] to f> instead of low frequencies (see Figure 3.27). The bandwidth
for such a channel is W = f, — f;.

Communication systems make use of electronic circuits to modify the fre-
quency components of an input signal. When circuits are used in this manner,
they are called fi/ters. Communication systems usually involve a tandem arrange-
ment of a transmitter filter, a communication channel, and a receiver filter. The
overall tandem arrangement can be represented by an overall amplitude-
response function A(f) and a phase-shift function ¢(f). The transmitter and
receiver filters are designed to give the overall system the desired amplitude-
response and delay properties. For example, devices called loading coils were
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added to telephone wire pairs to provide a flat amplitude-response function in
the frequency range where telephone voice signals occur. Unfortunately, these
coils also introduced a much higher attenuation at the higher frequencies, greatly
reducing the bandwidth of the overall system.

Let us now consider the impact of communication channels on other signals.
The effect of a channel on an arbitrary input signal can also be determined from
A(f) and ¢(f) as follows. Many signals can be represented as the sum of
sinusoidal signals:

xX(f) =) ay cos(2nfy1).

For example, periodic functions have the preceding form with f, = kf, where f; is
the fundamental frequency.

Now suppose that a periodic signal x(7) is applied to a channel with a
channel characterized by A(f) and ¢(f). The channel attenuates the sinusoidal
component at frequency kf, by A(kfy), and it also phase shifts the component by
o(kfy). The output signal of the channel, which we assume to be linear, will
therefore be

y(0) = ) arA(kfo) cosmkfyt + o(kfy))-

This expression shows how the channel distorts the input signal. In general, the
amplitude-response function varies with frequency, and so the channel alters the
relative weighting of the frequency components. In addition, the different fre-
quency components will be delayed by different amounts, altering the relative
alignment between the components. Not surprisingly, then, the shape of the
output y(¢) generally differs from x(¢). Note that the output signal will have its
frequencies restricted to the range where the amplitude-response function is
nonzero. Thus the bandwidth of the output signal is necessarily less than that
of the channel. Note also that if A(f) is equal to a constant, say, C, and if
o(f) = 2nft,, over the range of frequencies where a signal x(7) has nonnegligible
components, then the output y(z) will be equal to the input signal scaled by the
factor C and delayed by t,; seconds.

Example—Effect of a channel on the shape of the output signal

Suppose that binary information is transmitted at a rate of 8 kilobits/second. A
binary 1 is transmitted by sending a rectangular pulse of amplitude 1 and of
duration 0.125 milliseconds, and a 0 by sending a pulse of amplitude —I1.
Consider the signal x3(¢) in Figure 3.15 that corresponds to the repetition of
the pattern 10000001 over and over again. This periodic signal can be expressed
as a sum of sinusoids as follows using Fourier series:

() =—0.5+ (%) :sin(%) cos(2710007) + sin (%;)

(3
cos(27720007) + sin (f) cos(27730007) -+ . . }
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10 000 0 0 1 FIGURE 3.15 Signals corresponding to

|_ —| repeated octet patterns

1 ms

Suppose that the signal is passed through a communication channel that has
A(f)=1and ¢(f) =0 for f in the range 0 to W. Figures 3.16a, b, and ¢ show
the output (the solid line) of the communication channel for values of W
(1.5 kHz, 2.5 kHz, and 4.5 kHz) that pass the frequencies only to the first,
second, and fourth harmonic, respectively. As the bandwidth of the channel
increases, more of the harmonics are passed and the output of the channel
more closely approximates the input. This example shows how the bandwidth
of the channel affects the ability to transmit digital information in the form of
pulses. Clearly, as bandwidth is decreased, the precision with which the pulses can
be identified is reduced.

(a) 1 harmonic

1.5
Jj — o
05k | L
\“ Il Il Il Il Il J
05t 0.1:25 0.25 0.375 0.5 0.625 0.757 0.875 1
1k ‘ |
-15t
(b) 2 harmonics
1.5¢
)
05| N\ 4
O 0155 025 0375 05 0635 075 085 1
_osl 1 . . . . . 8
—1F : \ / :
_15 L
(¢) 4 harmonics
1.5¢
ey
05F §
0 | | | | | | ]
_05F O.I‘QS 0.25 0.375 0.5 0.625 0.75 0.875 1
1k 1 |
—-1.5%

FIGURE 3.16 Output of low-pass communication channels

for input signal in Figure 3.15
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3.3.2 Time Domain Characterization

Figure 3.17 considers the time domain characterization of a communication
channel. A very narrow pulse is applied to the channel at time ¢ = 0. The energy
associated with the pulse appears at the output of the channel as a signal A(7)
some propagation time later. The propagation speed, of course, cannot exceed
the speed of light in the given medium. The signal /(¢) is called the impulse
response of the channel. Invariably the output pulse /(¢) is spread out in time.
The width of the pulse is an indicator of how quickly the output follows the input
and hence of how fast pulses can be transmitted over the channel. In digital
transmission we are interested in maximizing the number of pulses transmitted
per second in order to maximize the rate at which information can be trans-
mitted. Equivalently, we are interested in minimizing the time 7 between con-
secutive input pulses. This minimum spacing is determined by the degree of
interference between pulses at the output of the channel.

Suppose that we place transmitter and receiver filters around a communica-
tion channel and suppose as well that we are interested in using the frequencies in
the range 0 to W Hz. Furthermore, suppose that the filters can be selected so that
the overall system is an idealized low-pass channel; that is, 4(f) =1, and
o(f) = 2xft;. It can be shown that the impulse response of the system is given by

h(t) = s(t — t4)
which is a delayed version of

_ sin(2n W)
SO ==

Figure 3.18 shows s(7). It can be seen that this function is equal to 1 at 1 =0
and that it has zero crossings at nonzero integer multiples of 7= 1/2. Note
that the pulse is mostly confined to the interval from —7 to T, so it is approxi-
mately 27 = 2/2W = 1/W seconds wide. Thus we see that as the bandwidth W
increases, the width of the pulse s(t) decreases, suggesting that pulses can be input
into the system more closely spaced, that is, at a higher rate. The next section
shows that the signal s(¢) plays an important role in the design of digital trans-
mission systems.

Recall that A(?) is the response to a narrow pulse at time ¢ = 0, so we see that
our ideal system has the strange property that its output A(z) = s(¢ — ;) antici-
pates the input that will be applied and begins appearing at the output before
time ¢ = 0. In practice, this idealized filter cannot be realized; however, delayed
and slightly modified versions of s(¢) are approximated and implemented in real
systems.

h(t) FIGURE 3.17 Channel
H characterization—time domain
t =3 Channel —>> t

0 Iy
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s(t) = sinuWr)/2nWt
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FIGURE 3.18 Signaling pulse with zero intersymbol interference

3.4 FUNDAMENTAL LIMITS IN DIGITAL
TRANSMISSION

In this section we consider baseband transmission, which is the transmission of
digital information over a low-pass communication channel. The quality of a
digital transmission system is determined by the transmission rate or bit rate at
which information bits can be transmitted reliably. Thus the quality is measured
in terms of two parameters: transmission speed, or bit rate, in bits per second and
the bit error rate, the fraction of bits that are received in error. We will see that
these two parameters are determined by the bandwidth of the communication
channel and by the SNR, which we will define formally later in the section.

Figure 3.19 shows the simplest way to transmit a binary information
sequence. Every T seconds the transmitter accepts a binary information bit
and transmits a pulse with amplitude +4 if the information bit is a 1 and
with —A if the information bit is a 0. In the examples in section 3.3, we saw
how a channel distorts an input signal and limits the ability to correctly detect
the polarity of a pulse. In this section we show how the problem of channel
distortion is addressed and how the pulse transmission rate is maximized at the
same time. In particular, in Figure 3.19 each pulse at the input results in a pulse
at the output. We also show how the pulses that arrive at the receiver can be
packed as closely as possible if they are shaped appropriately by the transmitter
and receiver filters.

3.4.1 The Nyquist Signaling Rate
Let p(¢) be the basic pulse that appears at the receiver after it has been sent over

the combined transmitter filter, communication channel, and receiver filter. The
first pulse is transmitted, centered at r = 0. If the input bit was 1, then +A4p(7)
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_El: | | | ] Transmitter Communication Receiver | "®) _
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filter channel Flha T Receiver

Received signal

FIGURE 3.19 Digital baseband signal and baseband transmission system

should be received; if the input was 0, then —Ap(7) should be received instead.
For simplicity, we assume that the propagation delay is zero. To determine what
was sent at the transmitter, the receiver samples the signal it receives at t = 0. If
the sample is positive, the receiver decides that a 1 was sent; if the sample is
negative, the receiver decides that a 0 was sent.

Every T seconds the transmitter sends an additional information bit by
transmitting another pulse with the appropriate polarity. For example, the
second bit is sent at time f = T and will be either +Ap(t — T) or —Ap(t — T),
depending on the information bit. The receiver samples its signal at t = T to
determine the corresponding input. However, the pulses are sent as part of a
sequence, and so the total signal r(¢) that appears at the receiver is the sum of
all the inputs:

(1) =Y Awp(t — kT)
k

According to this expression, when the receiver samples the signal at ¢ =0, it
measures

r(0) = App(0) + Y _ Ayp(—kT)
k0

In other words, the receiver must contend with intersymbol interference from
all the other transmitted pulses. What a mess! Note, however, that all the terms
in the summation disappear if we use a pulse that has zero crossings at t = kT for
nonzero integer values k. The pulse s(¢) introduced in section 3.3.2 and shown in
Figure 3.18 satisfies this property. This pulse is an example of the class of Nyquist
pulses that have the property of providing zero intersymbol interference at
the times 7r=kT at the receiver. Figure 3.20a shows the three pulses
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(a) Three separate pulses for sequence 110 FIGURE 3.20 System response to
| binary input 110
T -7 £
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(b) Combined signal for sequence 110
2 —

/N

corresponding to the sequence 110, before they are added. Figure 3.20b shows
the signal that results when the three pulses are combined. It can be seen that the
combined signal has the correct values at r =0, 1, and 2.

The above transmission system sends a bit every T seconds, where 7' = 1/2
W and W is the bandwidth of the overall system in Figure 3.19. For example, if
W = 4 kHz, then pulses would be sent every 7" = 1/8000 = 125 microseconds,
which corresponds to a rate of 8000 pulses/second. A bit is sent with every pulse,
so the bit rate is 8000 bits/second. The Nyquist Signaling Rate is defined by

F'max = 2Wpulses/second

The Nyquist rate r,,,, is the maximum signaling rate that is achievable through an
ideal low-pass channel with no intersymbol interference.

We already noted that the ideal low-pass system in Figure 3.11 cannot be
implemented in practice. Nyquist also found other pulses that have zero inter-
symbol interference but that require some additional bandwidth. Figure 3.21
shows the amplitude-response function for one such pulse. Here a transition
region with odd symmetry about f = W is introduced. The more gradual roll-
off of these systems makes the appropriate transmitter and receiver filters simpler
to attain in practice.

The operation of the baseband transmission systems in this section depends
critically on having the receiver synchronized precisely to intervals of duration 7.
Additional processing of the received signal is carried by the receiver to obtain
this synchronization. If the receiver loses synchronization, then it will start sam-
pling the signal at time instants that do contain intersymbol interference. The use
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FIGURE 3.21 Raised cosine transfer
function

\ \ ! .
0 (I-a)W W (1+0)W /

of pulses corresponding to the system in Figure 3.21 provides some tolerance to
small errors in sampling time.

3.4.2 The Shannon Channel Capacity

Up to this point we have been assuming that the input pulses can have only two
values, 0 or 1. This restriction can be relaxed, and the pulses can be allowed to
assume a greater number of values. Consider multilevel transmission where bin-
ary information is transmitted in a system that uses one of 2" distinct levels in
each input pulse. The binary information sequence can be broken into groups of
m bits. Proceeding as before, each T seconds the transmitter accepts a group of m
bits. These m bits determine a unique amplitude of the pulse that is to be input
into the system. As long as the signaling rate does not exceed the Nyquist rate
2W, the interference between pulses will still be zero, and by measuring the
output at the right time instant we will be able to determine the input. Thus if
we suppose that we transmit 2 pulses/second over a channel that has band-
width W and if the number of amplitude values is 2, then the bit rate R of the
system is

R = 2W pulses/second * m bits/pulse = 2Wm bits/second

In principle we can attain arbitrarily high bit rates by increasing the number
of levels 2"'. However, we cannot do so in practice because of the limitations on
the accuracy with which measurements can be made and also the presence of
random noise. The random noise implies that the value of the overall response at
time ¢ = kT will be the sum of the input amplitude plus some random noise. This
noise can cause the measurement system to make an incorrect decision. To keep
the probability of decision errors small, we must maintain some minimum spacing
between amplitude values as shown in Figure 3.22. Here four signal levels are
shown next to the typical noise. In the case of four levels, the noise is not likely to
cause errors. Figure 3.22 also shows a case with eight signal levels. It can be seen
that if the spacing between levels becomes too small, then the noise signals can
cause the receiver to make the wrong decision.

We can make the discussion more precise by considering the statistics of the
noise signal. Figure 3.23 shows the Gaussian probability density function, which
is frequently a good model for the noise amplitudes. The density function gives
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FIGURE 3.22 Effect of noise
on transmission errors as
number of levels is increased

Typical noise

Four signal levels Eight signal levels

the relative frequency of occurrence of the noise amplitudes. It can be seen that
for the Gaussian density, the amplitudes are centered around zero. The average
power of this noise signal is given by o”, where o is the standard deviation.

Consider how errors occur in multilevel transmission. If we have maximum
amplitudes =4 and M levels, then the separation between adjacent levels is
8§ =2A/(M — 1). When an interior signal level is transmitted, an error occurs
if the noise causes the received signal to be closer to one of the other signal levels.
This situation occurs if the noise amplitude is greater than §/2 or less than —§/2.
Thus the probability of error for an interior signal level is given by

Y o -
1 2,52 1 2,5 2 1 2
Pe — o /20 dx + / e /20 dx =2 / o /2dx
/ \2no 5 V2no 5 V27
A .

=203,

The expression on the right-hand side is evaluated using tables or analytic
aproximations [Leon-Garcia, 1994, chapter 3]. Figure 3.24 shows how P, varies
with /20 = A/(M — 1)o. For larger values of separation §/20, large decreases in
the probability of error are possible with small increases in §/20. However, as the
number of signal levels M is increased, §/20 is decreased, leading to large
increases in the probability of error. We conclude that the bit rate cannot be
increased to arbitrarily high values by increasing M without incurring signifi-
cantly higher bit error rates.

We have now seen that two parameters affect the performance of a digital
transmission system: bandwidth and SNR. Shannon addressed the question of
determining the maximum achievable bit rate at which reliable communication is

L 22 FIGURE 3.23 Gaussian
J2nc probability density function
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FIGURE 3.24 Probability of error for an interior signal level

possible over an ideal channel of bandwidth W and of a given SNR. The phrase
reliable communication means that it is possible to achieve arbitrarily small error
probabilities by using sufficiently complex coding. Shannon derived the channel
capacity for such a channel under the condition that the noise has a Gaussian
distribution. This channel capacity is given by the following formula:

C = Wlog,(1 + SNR) bits/second

Shannon showed that the probability of error can be made arbitrarily small
only if the transmission rate R is less than channel capacity C. Therefore, the
channel capacity is the maximum possible transmission rate over a system with
given parameters.

SHANNON CHANNEL CAPACITY OF TELEPHONE CHANNEL

Consider a telephone channel with W = 3.4 kHz and SNR = 10,000. The
channel capacity is then

C = 3400 logs(1 + 10000) = 44,800 bits/second

The following identities are useful here: log,x = Inx/In2 = log ox/logo2. We
note that the SNR is usually stated in dB. Thus if SNR = 10,000, then in dB
the SNR is

10 log;o SNR dB = 10 log;o 10000 = 40 dB

The above result gives a bound to the achievable bit rate over ordinary analog
telephone lines.
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3.5 LINE CODING

Line coding is the method used for converting a binary information sequence into
a digital signal in a digital communications system. The selection of a line coding
technique involves several considerations. In the previous sections, we focused on
maximizing the bit rate over channels that have limited bandwidths. Maximizing
bit rate is the main concern in digital transmission when bandwidth is at a
premium. However, in other situations, such as in LANSs, other concerns are
also of interest. For example, another important design consideration is the ease
with which the bit timing information can be recovered from the digital signal.
Also, some line coding methods have built-in error detecting capabilities, and
other methods have better immunity to noise and interference. Finally, the com-
plexity and the cost of the line code implementations are always factors in the
selection for a given application.

Figure 3.25 shows various line codes that are used in practice. The figure
shows the digital signals that are produced by the line codes for the binary
sequence 101011100. The simplest scheme is the unipolar nonreturn-to-zero
(NRZ) encoding in which a binary 1 is transmitted by sending a +A4 voltage
level, and a 0 is transmitted by sending a 0 voltage. If binary Os and Is both
occur with probability 1/2, then the average transmitted power for this line code
is (1/2)4% + (1/2)0* = 4%/2. The polar NRZ encoding method that maps a bin-
ary 1 to +4/2 and binary 0 to —A4/2 is more efficient than unipolar NRZ in
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FIGURE 3.25 Line coding methods
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terms of average transmitted power. Its average power is given by
(1/2)(+A4/2)* + (1/2)(—A4/2)* = A% /4.

The spectrum that results from applying a given line code is of interest. We
usually assume that the binary information is equally likely to be 0 or 1 and that
they are statistically independent of each other, much as if they were produced by
a sequence of independent coin flips. The unipolar and the polar NRZ encoding
methods have the same frequency components because they produce essentially
the same variations in a signal as a function of time. Strings of consecutive 0s and
consecutive 1s lead to periods where the signal remains constant. These strings of
0s and 1s occur frequently enough to produce a spectrum that has its compo-
nents concentrated at the lower frequencies as shown in Figure 3.26.” This situa-
tion presents a problem when the communications channel does not pass low
frequencies. For example, most telephone transmission systems do not pass the
frequencies below about 200 Hz.

The bipolar encoding method was developed to produce a spectrum that is
more amenable to channels that do not pass low frequencies. In this method
binary 0s are mapped into 0 voltage, thus making no contribution to the digital
signals; consecutive ls are alternately mapped into +4/2 and —A4/2. Thus a
string of consecutive 1s will produce a square wave with the frequency
1/2T Hz. As a result, the spectrum for the bipolar code has its frequency content
centered around the frequency 1/27T Hz and has small content at low frequencies
as shown in Figure 3.26.

Timing recovery is an important consideration in the selection of a line code.
The timing-recovery circuit in the receiver monitors the transitions at the edge of
the bit intervals to determine the boundary between bits. Long strings of 0s and
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0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
JT

FIGURE 3.26 Spectra for different line codes

"The formulas for the spectra produced by the line codes in Figure 3.26 can be found in [Smith 1985, pp.
198-203].
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Is in the binary and the polar binary encodings can cause the timing circuit to
lose synchronization because of the absence of transitions. In the bipolar encod-
ing long strings of 1s result in a square wave that has strong timing content;
however, long strings of Os still pose a problem. To address this problem, the
bipolar line codes used in telephone transmission systems place a limit on the
maximum number of 0s that may be encoded into the digital signal. Whenever a
string of N consecutive 0s occurs, the string is encoded into a special binary
sequence that contains Os and 1s. To alert the receiver that a substitution has
been made, the sequence is encoded so that the mapping in the bipolar line code
is violated; that is, two consecutive 1s do not alternate in polarity.

A problem with polar coding is that a systematic error in polarity can cause
all Os to be detected as Is and all Is as 0s.® The problem can be avoided by
mapping the binary information into transitions at the beginning of each interval.
A binary 1 is transmitted by enforcing a transition at the beginning of a bit time,
and a 0 by having no transition. The signal level within the actual bit time
remains constant. Figure 3.25 shows an example of how differential encoding,
or NRZ inverted, carries out this mapping. Starting at a given level, the sequence
of bits determines the subsequent transitions at the beginning of each interval.
Note that differential encoding will lead to the same spectrum as binary and
polar encoding. However, errors in differential encoding tend to occur in pairs.
An error in one bit time will provide the wrong reference for the next time, thus
leading to an additional error in the next bit.

Example—Ethernet and Token-Ring Line Coding

Bipolar coding has been used in long-distance transmission where bandwidth
efficiency is important. In LANs, where the distances are short, bandwidth effi-
ciency is much less important than cost per station. The Manchester encodings
shown in Figure 3.25 are used in Ethernet and token-ring LAN standards. In
Manchester encoding a binary 1 is denoted by a transition from 4/2 to —A4/2 in
the middle of the bit time interval, and a binary 0 by a transition from —A4/2 to
A/2. The presence of a transition in the middle of every bit interval makes timing
recovery particularly easy and also results in small content at low frequencies.
However, the pulse rate is essentially double that of binary encoding, and this
factor results in a spectrum with significantly larger bandwidth as shown in
Figure 3.26. Differential Manchester encoding, which is used in token-ring net-
works, retains the transition in the middle of every bit time, but the binary
sequence is mapped into the presence or absence of transitions in the beginning
of the bit intervals. In this type of encoding, a binary 0 is marked by a transition
at the beginning of an interval, whereas a 1 is marked by the absence of a
transition.

8This polarity inversion occurs when the polar-encoded stream is fed into a phase modulation system such
as the one discussed in section 3.6.
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Note that the Manchester encoding can be viewed as the transmission of two
pulses for each binary bit. A binary 1 is mapped into the binary pair of 10, and
the corresponding polar encoding for these two bits is transmitted: A binary 0 is
mapped into 01. The Manchester code is an example of a mBnB code (where m is
1 and n is 2) in which m information bits are mapped into n > m encoded bits.
The encoded bits are selected so that they provide enough pulses for timing
recovery and limit the number of pulses of the same level. For example, the
optical fiber transmission system in the Fiber Distributed Data Interface
(FDDI) LAN uses a 4B5B line code.

3.6 MODEMS AND DIGITAL MODULATION

In section 3.4 we considered digital transmission over channels that are low pass
in nature. We now consider band-pass channels that do not pass the lower
frequencies and instead pass power in some frequency range from f; to f5, as
shown in Figure 3.27. We assume that the bandwidth of the channel is W =
f> — f1 and discuss the use of modulation to transmit digital information over this
type of channel. The basic function of the modulation is to produce a signal that
contains the information sequence and that occupies frequencies in the range
passed by the channel. A modem is a device that carries out this basic function. In
this section we first consider the principles of digital modulation, and then we
show how these principles are applied in telephone modem standards.

Let £, be the frequency in the center of the band-pass channel in Figure 3.27;
that is, f, = (f1 +/2)/2. The sinusoidal signal cos(27zf.t) has all of its power
located precisely at frequency f,. The various types of modulation schemes
involve imbedding the binary information sequence into the transmitted signal
by varying, or modulating, some attribute of the sinusoidal signal. In amplitude
shift keying (ASK) the sinusoidal signal is turned on and off according to the
information sequence as shown in Figure 3.28a. The demodulator for an ASK
system needs only to determine the presence or absence of a sinusoid in a given
time interval. In frequency shift keying (FSK), shown in Figure 3.28b, the fre-
quency of the sinusoid is varied according to the information. If the information
bit is a 0, the sinusoid has frequency f; = f. — ¢, and if it is a 1, the sinusoid has a
frequency f, = f. + . The demodulator for an FSK system must be able to
determine which of two possible frequencies is present at a given time. In

FIGURE 3.27 Digital modulation
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FIGURE 3.28 Amplitude, frequency, and phase modulation techniques

phase shift keying (PSK), the phase of the sinusoid is altered according to the
information sequence. In Figure 3.28c a binary 1 is transmitted by cos(2nf.?),
and a binary 0 is transmitted by cos(2nf.t+ w). Because cos(2xf.t+ 7)) =
—cos(2xf,t), we note that this PSK scheme is equivalent to multiplying the
sinusoidal signal by + 1 when the information is a 1 and by —1 when the infor-
mation bit is a 0. Thus the demodulator for a PSK system must be able to
determine the phase of the received sinusoid with respect to some reference
phase. In the remainder of this section, we concentrate on phase modulation
techniques.

Consider the problem of transmitting a binary information sequence over an
ideal band-pass channel using PSK. We are interested in developing modulation
techniques that can achieve pulse rates that are comparable to that achieved by
Nyquist signaling over low-pass channels. In Figure 3.29¢c we show the waveform
Y;(¢) that results when a binary 1 is transmitted using a cosine wave with ampli-
tude +4, and a binary 0 is transmitted using a cosine wave with amplitude —A4.
The corresponding modulator is shown in Figure 3.30a. Every T seconds the
modulator accepts a new binary information symbol and adjusts the amplitude
Ay accordingly. In effect, as shown in Figure 3.29c, the modulator transmits a
T-second segment of the signal as follows:

+A cos(27f,t) if the information symbol is a 1.

—A cos(2xf.t) if the information symbol is a 0.
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FIGURE 3.29 Modulating a signal

Note that the modulated signal is no longer a pure sinusoid, since the overall
transmitted signal contains glitches between the 7-second intervals, but its pri-
mary oscillations are still around the center frequency f.; therefore, we expect
that the power of the signal wil be centered about f, and hence located in the
range of frequencies that are passed by the band-pass channel.

By monitoring the polarity of the signal over the intervals of T seconds, a
receiver can recover the original information sequence. Let us see more precisely
how this recovery may be accomplished. As shown in Figure 3.30b suppose we

(a) Modulate cos(2nf.t) by multiplying it by A for (k-1)T'<t < kT:

Ay )ﬁ)— Y, (1) = Ay cos(2rif.r)

cos(2mf,t)

(b) Demodulate (recover) A; by multiplying by 2 cos(2mf.) and low-pass filtering:

Low-pass

Y; (t) = Ay cos(2mf.t) filter with |—> X; (1)
cutoff WHz

2 cos(2mf.t)

24, cos?(2nf.t) = A {1 + cos(2n2f.0)}

FIGURE 3.30 Modulator and demodulator
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multiply the modulated signal Y,(¢) by 2 cos(2xf,t). The resulting signal is +24
cos*(27f.) if the original information symbol is a 1 or —24 cos*(27f.) if the
original information symbol is 0. Because 2 cos’*(27f.7) = (1 + cos(4rf.1)), we see
that the resulting signals are as shown in Figure 3.29d. By smoothing out the
oscillatory part with a so-called low-pass filter, we can easily determine the
original baseband signal X;(¢) and the 4, and subsequently the original binary
sequence.

When we developed the Nyquist signal result in section 3.4.1, we found that
for a low-pass channel of bandwidth W Hz the maximum signaling rate is 2
pulses/second. It can be shown that the system we have just described can trans-
mit only W pulses/seconds over a band-pass channel that has bandwidth W.°
Consequently, the time per bit is given by 7= 1/W. Thus this scheme attains
only half the signaling rate of the low-pass case. Next we show how we can
recover this factor of 2 by using Quadrature Amplitude Modulation.

Suppose we have an original information stream that is generating symbols
at a rate of 2W symbols per second. In Quadrature Amplitude Modulation
(QAM) we split the original information stream into two sequences that consist
of the odd and even symbols, say, B, and A4, respectively, as shown in Figure
3.31. Each sequence now has the rate W symbols per second. Suppose we take
the even sequence A; and produce a modulated signal by multiplying it by
cos(2nf,t); that is, Y;(t) = A, cos(2nf.t) for a T-second interval. As before, this
modulated signal will be located within the band of the band-pass channel. Now
suppose that we take the odd sequence B, and produce another modulated signal
by multiplying it by sin(27f.1); that is, Y,(¢) = By sin(27f.t) for a T-second inter-
val. This modulated signal also has its power located within the band of the
band-pass channel. We finally obtain a composite modulated signal by adding
Y;(1) and Y,(?), as shown in Figure 3.31.

Y (1) = Y1) + Y, (1) = Ay cosQaf,t) + By sin(2rf,0).

This equation shows that we have generated what amounts to a two-dimen-
sional modulation scheme. The first component A, is called the in-phase compo-
nent; the second component By is called the quadrature-phase component.

We now transmit the sum of these two modulated signals over the band-pass
channel. The composite sinusoidal signal Y (¢) will be passed without distortion
by the linear band-pass channel. We now need to demonstrate how the original
information symbols can be recovered from Y (7). We will see that our ability to
do so depends on the following properties of cosines and sines:

2cos*(2nf.1) = 1 + cos(4nf..1)

2sin’(2nf.1) = 1 — sin(4xf.1)
2 cos(2nf.t) sin(2rf.t) = 0 + sin(47nf.1)

%In the remainder of this section, we continue to use the term pulse for the signal that is transmitted in a
T-second interval.

4 | P | eTextMainMenu | Textbook Table of Contents



3.6 Modems and Digital Modulation 129

Modulate cos(2mf.¢) and sin(27tf.f) by multiplying them by A, FIGURE 3.31 QAM modulator
and By, respectively, for (k-1)T <t < kT:

Ay —»(?—> Y;(t) = Ay cos(2mf.t) \

cos(2nt.t) ®—r0

By )C?- Y, (t) = By sin2nif.1) /

sin(2mf.t)

These properties allow us to recover the original symbols as shown in Figure
3.32. By multiplying Y (¢) by 2 cos(2xf.f) and then low-pass filtering the resulting
signal, we obtain the sequence A;. Note that the cross-product term B;(7) sin
(4rf,1) is removed by the low-pass filter. Similarly, the sequence By, is recovered by
multiplying Y (¢) by 2 sin(25zf.f) and low-pass filtering the output. Thus QAM is a
two-dimensional system that achieves an effective signaling rate of 2 pulses per
second over the band-pass channel of W Hz. This result matches the performance
of the Nyquist signaling procedure that we developed in section 3.4.

The two-dimensional nature of the above signaling scheme can be used to
plot the various combinations of levels that are allowed in a given signaling
interval of T seconds. (Note: It is important to keep in mind that 7= 1/W in
this discussion). In the case considered so far, the term multiplying the cosine
function can assume the value +4 or —A; the term multiplying the sine function
can also assume that value +4 or —A. In total, four combinations of these values
can occur. These are shown as the four points in the two-dimensional plane in
Figure 3.33. At any given T-second interval, only one of the four points in this
signal constellation can be in use. It is therefore clear that in every T-second
interval we are transmitting two bits of information. As in the case of baseband

Low-pass
Y(1) filter with ——> A
cutoff W/2 Hz

2 cos(2mf.1) ,
2 cos“(2mf.t) + 2B cos(2nf.t)sin(2Tf 1)
=Ai {1 + cos(4nf.0)} + B; {0 + sin(4nf.1)}

Low-pass
filter with ——> By
cutoff W/2 Hz

2 sin(2mwf.1)

2B, sin*(2nf.1) + 24, cos(2mf.)sin(2mf.f)
=B, {1 — cos(d4nf.0)} + A, {0 + sin(4nf.0)}

FIGURE 3.32 QAM demodulator
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Ay Ay
4 “levels”/pulse 16 “levels”/pulse
2 bits/pulse 4 bits/pulse
2W bits per second 4W bits per second

FIGURE 3.33 Signal constellations

signaling, we can increase the number of bits that can be transmitted per 7-
second interval by increasing the number of levels that are used. Figure 3.33
shows a 16-point constellation that results when the terms multiplying the cosine
and sine functions are allowed to assume four possible levels. In this case only
one of the 16 points in the constellation is in use in any given 7-second interval,
and hence four bits of information are transmitted at every such interval.

Another way of viewing QAM is as the simultaneous modulation of the
amplitude and phase of a carrier signal, since

Ay cosQrf.t) + By sin(2rf.1) = (A7 + B})"/? cos(2nf.t + tan™' B,/ Ay)

Each signal constellation point can then be seen as determining a specific
amplitude and phase.

Many signal constellations that are used in practice have nonrectangular
arrays of signal points such as those shown in Figure 3.34. To produce this
type of signaling, we need to modify the above encoding scheme only slightly.
Suppose that the constellation has 2" points. Each T-second interval, the trans-
mitter accepts m information bits, identifies the constellation point assigned to
these bits, and then transmits cosine and sine signals with the amplitudes that
correspond to the constellation point.

The presence of noise in transmission systems implies that the pair of recov-
ered values for the cosine and sine components will differ somewhat from the
transmitted values. This pair of values will therefore specify a point in the plane

By By FIGURE 3.34 Other signal
T constellations

4 “levels”/pulse 16 “levels”/pulse

2 bits/pulse 4 bits/pulse

2W bits per second 4W bits per second
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that deviates from the transmitted constellation point. The task of the receiver is
to take the received pair of values and identify the closest constellation point.

3.6.1 Signal Constellations and Telephone Modem Standards

Signal constellation diagrams of the type shown in Figure 3.33 and Figure 3.34
are used in the various signaling standards that have been adopted for use over
telephone lines. For the purposes of data communications, most telephone chan-
nels have a usable bandwidth in the range f; = 500 Hz to f;, = 2900 Hz. This
implies W = 2400 and hence a signaling rate of 1/7 = W = 2400 pulses/second.
Table 3.4 lists some of the parameters that specify the ITU V.32bis and V.34bis
modem standards that are in current use. Each standard can operate at a number
of speeds that depend on the quality of the channel available. Both standards
operate at a rate of 2400 pulses/second, and the actual bit rate is determined by
which constellation is used. The QAM 4 systems uses four constellation points
and hence two bits/pulse, giving a bit rate of 4800 bps.

Trellis modulation systems are more complex in that they combine error-
correction coding with the modulation. In trellis modulation the number of
constellation points is 2”*!. At every T-second interval, the trellis coding algo-
rithm accepts m bits and generates m + 1 bits that specify the constellation point
that is to be used. In effect, only 2™ out of the 2! possible constellation points
are valid during any given interval. This extra degree of redundancy improves the
robustness of the modulation scheme with respect to errors. In Table 3.4, the
trellis 32 system has 2° constellation points out of which 16 are valid at any given
time; thus the bit rate is 4 x 2400 = 9600 bps. Similarly, the trellis 128 system
gives a bit rate of 6 x 2400 =14,400 bps.

The V.34bis standard can operate at rates of 2400, 2743, 2800, 3000, 3200, or
3429 pulses/second. The modem precedes communications with an initial phase
during which the channel is probed to determine the usable bandwidth in the
given telephone connection. The modem then selects a pulse rate. For each of
these pulse rates, a number of possible trellis encoding schemes are defined. Each
encoding scheme selects a constellation that consists of a subset of points from a
superconstellation of 860 points. A range of bit rates are possible, including
2400, 4800, 9600, 14,400, 19,200 and 28,800, 31,200 and 33,600 bps.

V.32bis Modulation Pulse rate

14,000 bps Trellis 128 2400 pulses/second

9600 bps Trellis 32 2400 pulses/second

4800 bps QAM 4 2400 pulses/second
V.34bis

2400-33,600 bps Trellis 960 2400-3429 pulses/second

TABLE 3.4 Modem standards
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It is instructive to consider how close the V.34bis modem comes to the
maximum possible transmission rate predicted by Shannon’s formula. Suppose
we have a maximum useful bandwidth of 3400 Hz and assume a maximum SNR
of 40 dB, which is a bit over the maximum possible in a telephone line.
Shannon’s formula then gives a maximum possible bit rate of 44,880 bits/second.
It is clear then that the V.34bis modem is coming close to achieving the Shannon
bound. In 1997 a new class of modems, the ITU-T V.90 standard, was intro-
duced that tout a bit rate of 56,000 bits/second, well in excess of the Shannon
bound! As indicated at the beginning of this chapter, the 56 kbps speed is
attained only under particular conditions that do not correspond to the normal
telephone channel.'®

BEEEEEEP, CHIRP, CHIRP, KTWANG, KTWANG, shhhhh,
SHHHHHH

What are the calling and answering V.34 modems up to when they make these
noises? They are carrying out the handshaking that is required to set up
communication. V.34 handshaking has four phases:

Phase 1: Because the modems don’t know anything about each other’s char-
acteristics, they begin by communicating using simple, low-speed, 300 bps
FSK. They exchange information about the available modulation modes,
the standards they support, the type of error correction that is to be used,
and whether the connection is cellular.

Phase 2: The modems perform probing of the telephone line by transmitting
tones with specified phases and frequencies that are spaced 150 Hz apart and
that cover the range from 150 Hz to 3750 Hz. The tones are sent at two
distinct signal levels (amplitudes). The probing allows the modems to deter-
mine the bandwidth and distortion of the telephone line. The modems then
select their carrier frequency and signal level. At the end of this phase, the
modems exchange information about their carrier frequency, transmit power,
symbol rate, and maximum data rate.

Phase 3: The receiver equalizer starts its adaptation to the channel. The echo
canceler is started. The function of the echo canceler is to suppress its mod-
em’s transmission signal so that the modem can hear the arriving signal.

Phase 4: The modems exchange information about the specific modem para-
meters that are to be used, for example, signal constellation, trellis encoding,
and other encoding parameters.

The modems are now ready to work for you!

lolndeed, when we discuss transmission medium in section 3.7, we show that much higher bit rates are
attainable over twisted-wire pairs.
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Modem standards have also been developed for providing error control as
well as data compression capabilities. The V.42bis standard specifies the Link
Access Procedure for Modems (LAPM) for providing error control. LAPM is
based on the HDLC data link control, which is discussed in Chapter 5. V.42bis
also specifies the use of the Lempel-Ziv data compression scheme for the com-
pression of information prior to transmission. This scheme can usually provide
compression ratios of two or more, thus providing an apparent modem speedup
of two or more. The data compression scheme is explained in Chapter 12.

In this section we have considered only telephone modem applications.
Digital modulation techniques are also used extensively in other digital transmis-
sion systems such as digital cellular telephony and terrestrial and satellite com-
munications. These systems are discussed further in the next section.

3.7 PROPERTIES OF MEDIA AND DIGITAL
TRANSMISSION SYSTEMS

For transmission to occur, we must have a transmission medium that conveys
the energy of a signal from a sender to a receiver. A communication system
places transmitter and receiver equipment on either end of a transmission med-
ium to form a communications channel. In previous sections we discussed how
communications channels are characterized in general. In this section we discuss
the properties of the transmission media that are used in modern communication
networks.

We found that the capability of a channel to carry information reliably is
determined by several properties. First, the manner in which the medium trans-
fers signals at various frequencies (that is, the amplitude-response function A(f)
and the phase-shift function ¢( f)) determines the extent to which the input pulses
are distorted. The transmitter and receiver equipment must be designed to
remove enough distortion to make reliable detection of the pulses possible.
Second, the transmitted signal is attenuated as it propagates through the medium
and noise is also introduced in the medium and in the receiver. These phenomena
determine the SNR at the receiver and hence the probability of bit errors. In
discussing specific transmission media, we are therefore interested in the follow-
ing characteristics:

o The amplitude-response function A(f) and the phase-shift function ¢(f) of the
medium and the associated bandwidth as a function of distance.
o The susceptibility of the medium to noise and interference from other sources.

A typical communications system transmits information by modulating a
sinusoidal signal of frequency f, that is inserted into a guided medium or
radiated through an antenna. The sinusoidal variations of the modulated signal
propagate in a medium at a speed of v meters/second, where
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_ ¢
Vel

and where ¢ = 3 x 10® meters/second is the speed of light in a vacuum and & is
the dielectric constant of the medium. In free space, ¢ = 1, and ¢ > 1 otherwise.
The wavelength A of the signal is given by the length in space spanned by one
period of the sinusoid:

A = v/f, meters

As shown in Figure 3.35, a 100 MHz carrier signal, which corresponds to
FM broadcast radio, has a wavelength of 3 meters, whereas a 3 GHz carrier
signal has a wavelength of 10 cm. Infrared light covers the range from 10'* to
101‘51 Hz, and the visible light used in optical fiber occupies the range 10'* to
10 Hz.

The speed of light ¢ is a maximum limit for propagation speed in free space
and cannot be exceeded. Thus if a pulse of energy enters a communications
channel of distance d at time ¢ = 0, then none of the energy can appear at the
output before time ¢ = d/c as shown in Figure 3.36. Note that in copper wire the
speed of light is 2.3 x 10° meters/second, and in optical fiber systems the speed of
light v is approximately 2 x 10° meters/second.

The two basic types of media are wired media, in which the signal energy is
contained and guided within a solid medium, and wireless media, in which the
signal energy propagates in the form of unguided electromagnetic signals.
Copper pair wires, coaxial cable, and optical fiber are examples of wired
media. Radio and infrared light are examples of wireless media.

Wired and wireless media differ in a fundamental way. In its most basic
form, wired media provide communications from point to point. By intercon-
necting wires at various repeater or switching points, wired media lead to well-
defined discrete network topologies. Since the energy is confined within the
medium, additional transmission capacity can be procured by adding more
wires. Unguided media, on the other hand, can achieve only limited direction-
ality and can be transmitted, as in the case of broadcast radio, in all directions

Frequency (Hz)
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Power and
telephone
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radio
Infrared light
Visible light
Ultraviolet light
X-rays
Gamma rays

| | | | | | | | | |
100 10* 102 10° 102 10* 10° 10% 10710 10712 1074
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FIGURE 3.35 Electromagnetic spectrum
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FIGURE 3.36 Propagation delay of a pulse over the communication channel

making the medium broadcast in nature. This condition leads to a network
topology that is continuous in nature. In addition, all users within receiving
range of each other must share the frequency band that is available and can
thus interfere with each other. Unlike wired media, the radio spectrum is finite,
and it is not possible to procure additional capacity. A given frequency band can
be reused only in a sufficiently distant geographical area. To maximize its utility,
the radio spectrum is closely regulated by government agencies.

Another difference between wired and wireless media is that wired media
require establishing a right-of-way through the land that is traversed by the
cable. This process is complicated, costly, and time-consuming. On the other
hand, systems that use wireless media do not require the right-of-way and can
be deployed by procuring only the sites where the antennas are located. Wireless
systems can therefore be deployed more quickly and at lower cost.

Finally, we note that for wired media the attenuation has an exponential
dependence on distance; that is, the attenuation at a given frequency is of the
form 10! where the constant k depends on the specific frequency and d is that
distance. The attenuation for wired media in dB is then

attenuation for wired media = kd dB

That is, the attenuation in dB increases linearly with the distance. For wire-
less media the attenuation is proportional to d" where n is the path loss exponent.
For free space n = 2, and for environments where obstructions are present n > 2.
The attenuation for wireless media in dB is then

attenuation for wireless media is proportional to nlog,,d dB

and so the attenuation in dB only increases logarithmically with the distance.
Thus in general the signal level in wireless systems can be maintained over much
longer distances than in wired systems.

3.7.1 Twisted Pair

The simplest guided transmission medium consists of two parallel insulated
conducting (e.g., copper) wires. The signal is transmitted through one wire
while a ground reference is transmitted through the other. This two-wire system
is susceptible to crosstalk and noise. Crosstalk refers to the picking up of elec-
trical signals from other adjacent wires. Because the wires are unshielded, there is
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also a tendency to pick up noise, or interference, from other electromagnetic
sources such as broadcast radio. The receiver detects the information signal by
the voltage difference between the ground reference signal and the information
signal. If either one is greatly altered by interference or crosstalk, then the chance
of error is increased. For this reason parallel two-wire lines are limited to short
distances.

A twisted pair consists of two wires that are twisted together to reduce the
susceptibility to interference. The close proximity of the wires means that any
interference will be picked up by both and so the difference between the pair of
wires should be largely unaffected by the interference. Twisting also helps to
reduce (but not eliminate) the crosstalk interference when multiple pairs are
placed within one cable. Much of the wire in the telephone system is twisted-
pair wire. For example, it is used between the customer and the central office,
also called the subscriber loop, and often between central offices, called the trunk
plant. Because multiple pairs are bundled together within one telephone cable,
the amount of crosstalk is still significant, especially at higher frequencies.

A twisted pair can pass a relatively wide range of frequencies. The attenua-
tion for twisted pair, measured in decibels/mile, can range from a 1 to 4 dB/mile
at 1 kHz to 10 to 20 dB/mile at 500 kHz, depending on the gauge (diameter) of
the wire as shown in Figure 3.37. Thus the bandwidth of twisted pair decreases
with distance. Table 3.5 shows practical limits on data rates that can be achieved
in a unidirectional link over a 24-gauge (0.016-inch-diameter wire) twisted pair
for various distances.
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FIGURE 3.37 Attenuation versus frequency for twisted pair [after
Smith 1985]
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Standard Data rate Distance

T-1 1.544 Mbps 18,000 feet, 5.5 km
DS2 6.312 Mbps 12,000 feet, 3.7 km
1/4 STS-1 12.960 Mbps 4500 feet, 1.4 km
1/2 STS-1 25.920 Mbps 3000 feet, 0.9 km
STS-1 51.840 Mbps 1000 feet, 300 m
TABLE 3.5 Data rates of 24-gauge twisted pair

The first digital transmission system used twisted pair and was used in the
trunk portion of the telephone network. This T-1 carrier system achieved a
transmission rate of 1.544 Mbps and could carry 24 voice channels. The T-1
carrier system used baseband pulse transmission with bipolar encoding. The T-1
carrier system is discussed further in Chapter 4 in the context of the telephone
network. Twisted pair in the trunk portion of the telephone network is being
replaced by optical fibers. However, twisted pair constitutes the bulk of the
access network that connects users to the telephone office, and as such, is crucial
to the evolution of future digital networks. In the remainder of this section, we
discuss how new systems are being introduced to provide high-speed digital
communications in the access network.

Originally, in optimizing for the transmission of speech, the telephone com-
pany elected to transmit frequencies within the range of 0 to 4 kHz. Limiting the
frequencies at 4 kHz reduced the crosstalk that resulted between different cable
pairs at the higher frequencies and provided the desired voice quality. Within the
subscriber loop portion, loading coils were added to further improve voice trans-
mission within the 3 kHz band by providing a flatter transfer function. This
loading occurred in lines longer than 5 kilometers. While improving the quality
of the speech signal, the loading coils also increased the attenuation at the higher
frequencies and hence reduced the bandwidth of the system. Thus the choice of a
4 kHz bandwidth for the voice channel and the application of loading coils, not
the inherent bandwidth of twisted pair, are the factors that limit digital transmis-
sion over telephone lines to approximately 40 kbps.

Application—Digital Subscriber Loops

Several digital transmission schemes were developed in the 1970s to provide
access to Integrated Services Digital Network (ISDN) using the twisted pair
(without loading coils) in the subscriber loop network. These schemes provide
for two Bearer (B) 64 kbps channels and one data (D) 16 kbps channel from the
user to the telephone network. These services were never deployed on a wide
scale.

To handle the recent demand from consumers for higher speed data trans-
mission, the telephone companies plan to introduce a new technology called
asymmetric digital subscriber line (ADSL). The objective of this technology is
to use existing twisted-pair lines to provide the higher bit rates that are possible
with unloaded twisted pair. The frequency spectrum is divided into two regions.
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The lower frequencies are used for conventional analog telephone signals. The
region above is used for bidirectional digital transmission. The system is asym-
metric in that the user can transmit upstream into the network at speeds ranging
from 64 kbps to 640 kbps but can receive information from the network at
speeds from 1.536 Mbps to 6.144 Mbps, depending on the distance from the
telephone central office. This asymmetry in upstream/downstream transmission
rates is said to match the needs of current applications such as upstream requests
and downstream page transfers in the World Wide Web application.

The ITU-T G.992.1 standard for ADSL uses the Discrete Multitone (DMT)
system that divides the available bandwidth into a large number of small sub-
channels. The binary information is distributed among the subchannels, each of
which uses QAM. DMT can adapt to line conditions by avoiding subchannels
with poor SNR. ITU-T has also approved standard G.992.2 as a “lite” version
that provides access speeds of up to 512 kbps from the user and download speeds
of up 1.5 Mbps. The latter is the simpler and less expensive standard because it
does not require a ““splitter” to separate telephone voice signals from the data
signal and can instead be plugged directly into the PC by the user as is customary
for most voiceband modems.

Application—Local Area Networks

Twisted pair is installed during the construction of most office buildings. The
wires that terminate at the wall plate in each office are connected to wiring
closets that are placed at various locations in the building. Consequently, twisted
pair is a good candidate for use in local area computer networks where the
maximum distance between a computer and a network device is in the order
of 100 meters. As a transmission medium, however, high-speed tranmission over
twisted pairs poses serious challenges. Several categories of twisted-pair cable
have been defined for use in LANs. Category 3 unshielded twisted pair (UTP)
corresponds to ordinary voice-grade twisted pair and can be used at speeds up to
16 Mbps. Category 5 UTP is intended for use at speeds up to 100 Mbps.
Category 5 twisted pairs are twisted more tightly than are those in category 3,
resulting in much better crosstalk immunity and signal quality. Shielded twisted
pair involves providing a metallic braid or sheath to cover each twisted pair. It
provides better performance than UTP but is more expensive and more difficult
to use.

10BASE-T ETHERNET LAN

The most widely deployed version of Ethernet LAN uses the 10BASE-T physical
layer. The designation 10BASE-T denotes /0 Mbps operation using baseband
transmission over twisted-pair wire. The NIC card in each computer is connected
to a hub in a star topology as shown in Figure 3.38. Two category 3 UTP cables
provide the connection between computer and hub. The transmissions use
Manchester line coding, and the cables are limited to a maximum distance of
100 meters.
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PSS, FIGURE 3.38 Ethernet hub

100BASE-T ETHERNET LAN

The 100BASE-T Ethernet LAN is also known as Fast Ethenet. As indicated by
the designation, 100BASE-T Ethernet operates at a speed of 100 Mbps using
twisted-pair wire. The computers are connected to a hub or a switch in a star
topology, and the distance of the twisted pairs is limited to 100 meters. Operating
100 Mbps on UTP is challenging, and so three options for doing so were devel-
oped, one for category 3 UTP, one for shielded twisted pair, and one for category
5 UTP. One problem with extending the 10BASE-T transmission format is that
Manchester line coding is inefficient in its use of bandwidth. Recall from the
section on line coding that Manchester coding pulses vary at twice the informa-
tion rate, so the use of Manchester coding would have required operation at 200
Mpulses/second. Another problem is that higher pulse rates result in more elec-
tromagnetic interference. For this reason, new and more efficient line codes were
used in the new standards.

In the 100BASE-T4 format, four category 3 twisted-pair wires are used. At
any given time three pairs are used to jointly provide 100 Mbps in a given
direction; that is, each pair provides 33 1/3 Mbps. The fourth pair is used for
collision detection. The transmission uses ternary signaling in which the trans-
mitted pulses can take on three levels, +4, 0, or —A. The line code maps a group
of eight bits into a corresponding group of six ternary symbols that are trans-
mitted over the three parallel channels over two pulse intervals, or equivalently
four bits into three ternary symbols/pulse interval. This mapping is possible
because 2* = 16 < 3 =27. The transmitter on each pair sends 25 Mpulses/
second, which gives a bit rate of 25 Mp/s x 4 bits/3 pulses = 33 1/3 Mbps
as required. As an option, four category 5 twisted pairs can be used instead
category 3 twisted pairs.

In the 100BASE-TX format, two category 5 twisted pairs are used to connect
to the hub. Transmission is full duplex with each pair transmitting in one of the
directions at a pulse rate of 125 Mpulses/second. The line code used takes a
group of four bits and maps it into five binary pulses, giving a bit rate of 125
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Mpulses/second x 4 bits/pulse = 100 Mbps. An option allows two pairs of
shielded twisted wire to be used instead of the category 5 pairs.

3.7.2 Coaxial Cable

In coaxial cable a solid center conductor is located coaxially within a cylindrical
outer conductor. The two conductors are separated by a solid dielectric material,
and the outer conductor is covered with a plastic sheath as shown in Figure 3.39.
The coaxial arrangement of the two conductors provides much better immunity
to interference and crosstalk than twisted pair does. By comparing Figure 3.40
with Figure 3.37, we can see that coaxial cable can provide much higher band-
widths (hundreds of MHz) than twisted pair (a few MHz). For example, existing
cable television systems use a bandwidth of 500 MHz.

Coaxial cable was initially deployed in the backbone of analog telephone
networks where a single cable could be used to carry in excess of 10,000 simul-
taneous analog voice circuits. Digital transmission systems using coaxial cable
were also deployed in the telephone network in the 1970s. These systems operate
in the range of 8.448 Mbps to 564.992 Mbps. However, the deployment of
coaxial cable transmission systems in the backbone of the telephone network
was discontinued because of the much higher bandwidth and lower cost of
optical fiber transmission systems.

Application—Cable Television Distribution

The widest use of coaxial cable is for distribution of television signals in cable TV
systems. Existing coaxial cable systems use the frequency range from 54 MHz to
500 MHz. A National Television Standards Committee (NTSC) analog televi-
sion signal occupies a 6 MHz band, and a phase alternation by line (PAL) analog
television signal occupies 8 MHz, so 50 to 70 channels can be accommodated.'!
Existing cable television systems are arranged in a tree-and-branch topology as
shown in Figure 3.41. The master television signal originates at a head end office,

FIGURE 3.39 Coaxial cable
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"The NTSC and PAL formats are two standards for analog television. The NTSC format is used in North
America and Japan, and the PAL format is used in Europe.
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and unidirectional analog amplifiers maintain the signal level. The signal is split
along different branches until all subscribers are reached. Because all the infor-
mation flows from the head end to the subscribers, cable television systems were
designed to be unidirectional.

Application—Cable Modem

The coaxial cable network has a huge bandwidth flowing from the network to the
user. For example, a single analog television channel will provide approximately
6 MHz of bandwidth. If QAM modulation is used with a 64-point constellation,
then a bit rate of 6 Mpulses/second x 6 bits/pulse = 36 Mbps is possible.
However, the coaxial network was not designed to provide communications
from the user to the network. Figure 3.42 shows how coaxial cable networks
are being modified to provide upstream communications through the introduc-
tion of bidirectional split-band amplifiers that allow information to flow in both
directions.

Figure 3.43a shows the existing cable spectrum that uses the band from
54 MHz to 500 MHz for the distribution of analog television signals. Figure
3.43b shows the proposed spectrum for hybrid fiber-coaxial systems. The band
from 550 MHz to 750 MHz would be used to carry new digital video and data
signals as well as downstream telephone signals. In North America channels are
6 MHz wide, so these downstream channels can support bit rates in the range of
36 Mbps. The band from 5 MHz to 42 MHz, which was originally intended for

Upstream fiber Fiber Fiber
Head Fiber Fiber ———

end - node node
Downstream fiber

Coaxial
distribution
plant

Bidirectional
split-band
amplifier

FIGURE 3.42 Topology of hybrid fiber-coaxial systems
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FIGURE 3.43 Frequency allocation in cable TV systems

pay-per-view signaling, would be converted for cable modem upstream signals as
well as for cable telephony. This lower band is subject to much worse interference
and noise than the downstream channels. Using channels of approximately
2 MHz, upstream transmission rates from 500 kbps to 4 Mbps could be pro-
vided. As in the case of ADSL, we see that the upstream/downstream transmis-
sion rates are asymmetric.

Both the upstream and downstream channels need to be shared among sub-
scribers in the feeder line. The arrangement is similar to that of a local area
network in that the cable modems from the various users must communicate
with a cable modem termination system (CMTS) at the operator’s end of the
cable. The cable modems must listen for packets destined to them on an assigned
downstream channel. They must also contend to obtain time slots to transmit
their information in an assigned channel in the upstream direction.

Application—Ethernet LAN

The original design of the Ethernet LAN used coaxial cable for the shared
medium (see Figure 1.17a.) Coaxial cable was selected because it provided
high bandwidth, offered good noise immunity, and led to a cost-effective trans-
ceiver design. The original standard specified 10Base5, which uses thick (10 mm)
coaxial cable operating at a data rate of /0 Mbps, using baseband transmission
and with a maximum segment length of 500 meters. The transmission uses
Manchester coding. This cabling system required the use of a tramnsceiver to
attach the NIC card to the coaxial cable. The thick coaxial cable Ethernet was
typically deployed along the ceilings in building hallways, and a connection from
a workstation in an office would tap onto the cable. Thick coaxial cable is
awkward to handle and install. The 10Base2 standard uses thin (5 mm) coaxial
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cable operating 10 Mbps and with a maximum segment of 185 meters. The
cheaper and easier to handle thin coaxial cable makes use of T-shaped connec-
tors. 10Base5 and 10Base2 segments can be combined through the use of a
repeater that forwards the signals from one segment to the other.

3.7.3 Optical Fiber

The deployment of digital transmission systems using twisted pair and coaxial
cable systems established the trend toward digitization of the telephone network
during the 1960s and 1970s. These new digital systems provided significant eco-
nomic advantages over previous analog systems. Optical fiber transmission sys-
tems, which were introduced in the 1970s, offered even greater advantages over
copper-based digital transmission systems and resulted in a dramatic acceleration
of the pace toward digitization of the network. Figure 1.9 of Chapter 1 showed
that optical fiber systems represented an acceleration in the long-term rate of
improvement in transmission capacity.

The typical T-1 or coaxial transmission system requires repeaters about every
2 km. Optical fiber systems, on the other hand, have maximum repeater spacings
in the order of tens to hundreds of kilometers. The introduction of optical fiber
systems has therefore resulted in great reductions in the cost of digital transmis-
sion. Optical fiber systems have also allowed dramatic reductions in the space
required to house the cables. A single fiber strand is much thinner than twisted
pair or coaxial cable. Because a single optical fiber can carry much higher trans-
mission rates than copper systems, a single cable of optical fibers can replace
many cables of copper wires. In addition, optical fibers do not radiate significant
energy and do not pick up interference from external sources. Thus compared to
electrical transmission, optical fibers are more secure from tapping and are also
immune to interference and crosstalk.

Optical fiber consists of a very fine cylinder of glass (core) surrounded by a
concentric layer of glass (cladding) as shown in Figure 3.44. The information
itself is transmitted through the core in the form a fluctuating beam of light. The
core has a slightly higher optical density (index of refraction) than the cladding.
The ratio of the indices of refraction of the two glasses defines a critical angle 6,.
When a ray of light from the core approaches the cladding at an angle less than
0., the ray is completely reflected back into the core. In this manner the ray of
light is guided within the fiber.

The attenuation in the fiber can be kept low by controlling the impurities
that are present in the glass. When it was invented in 1970, optical fiber had a
loss of 20 dB per kilometer. Within 10 years systems with a loss of 0.2 dB/km
had become available. Figure 3.45 shows that minimum attenuation of optical
fiber varies with the wavelength of the signal. It can be seen that the systems that
operate at wavelengths of 850 nanometer (nm), 1300 nm, and 1550 nm occupy
regions of low attenuation. The attenuation peaks are due to residual water
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(a) Geometry of optical fiber FIGURE 3.44 Transmission of light

waves in optical fiber
A
v Cladding

Core

Light

(b) Reflection in optical fiber

vapor in the glass fiber. Early optical fiber transmission systems operated in the
850 nm region at bit rates in the tens of megabits per second and used relatively
inexpensive light emitting diodes (LEDs) as the light source. Second- and third-
generation systems use laser sources and operate in the 1300 nm and 1500 nm
region achieving gigabits/second bit rates.

A multimode fiber has an input ray of light reach the receiver over multiple
paths, as shown in Figure 3.46a. Here the first ray arrives in a direct path, and
the second ray arrives through a reflected path. The difference in delay between
the two paths causes the rays to interfere with each other. The amount of
interference depends on the duration of a pulse relative to the delays of the
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FIGURE 3.45 Attenuation versus wavelength for optical fiber
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(a) Multimode fiber: multiple rays follow different paths
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FIGURE 3.46 Single-mode and multimode optical fiber

paths. The presence of multiple paths limits the maximum bit rates that are
achievable using multimode fiber. By making the core of the fiber much nar-
rower, it is possible to restrict propagation to the single direct path. These single-
mode fibers can achieve speeds of many gigabits/second over hundreds of kilo-
meters.

Figure 3.47 shows an optical fiber transmission system. The transmitter
consists of a light source that can be modulated according to an electrical
input signal to produce a beam of light that is inserted into the fiber. Typically
the binary information sequence is mapped into a sequence of on/off light pulses
at some particular wavelength. An optical detector at the receiver end of the
system converts the received optical signal into an electrical signal from which
the original information can be detected.

The region around 1300 nm contains a band with attenuation less than
0.5 dB/km. This region has a bandwidth of 25 terahertz. One terahertz is
10'2 Hz, that is, 1 million MHz! The region around 1550 nm has another
band with attenuation as low as 0.2 dB/km [Mukherjee 1997]. This region has
a bandwidth of about 25 THz. Clearly, existing optical transmission systems do
not come close to utilizing this bandwidth.

Wavelength-division multiplexing (WDM) is one approach for attempting to
exploit more of the available bandwidth. In WDM multiple wavelengths are used
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FIGURE 3.47 Optical transmission system
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to simultaneously carry several information streams over the same fiber. WDM
is a form of multiplexing and is covered in Chapter 4. Early WDM systems
handled 16 wavelengths each transmitting 2.5 Gbps for a total of 40 Gbps.
These systems could span distances in excess of 300 km. Dense WDM systems
can provide 160 wavelengths, each operating at 10 Gbps for a total of
1600 Gbps.

As the light pulses propagate through the fiber, the pulses become spread
out. This dispersion limits the minimum time between consecutive pulses and
hence the bit rate. A special pulse shape, called a soliton, that retains its shape as
it propagates through the fiber has been discovered. Experiments have demon-
strated that solitons can achieve speeds of 80 Gbps over distances of 10,000 km.
Early field trials have demonstrated soliton transmission at 10 Gbps over
200 km. Soliton-based systems promise extremely high-speed repeaterless digital
transmission systems.

Application—Network Backbone

Optical fiber transmission systems are widely deployed in the backbone of net-
works. In Chapter 4 we present the digital multiplexing hierarchy that has been
developed for electrical and optical digital transmission systems. Current optical
fiber transmissions sytems provide transmission rates from 45 Mbps to 9.6 Gbps
using single wavelength transmission and 40 Gbps to 1600 Gbps using WDM.
Optical fiber systems are very cost-effective in the backbone of networks because
the cost is spread over a large number of users. Optical fiber transmissions
systems provide the facilities for long-distance telephone communications.
Repeaterless optical fiber transmission systems are also used to interconnect
telephone offices in metropolitan areas.

The cost of installing optical fiber in the subscriber portion of the network
remains higher than the cost of using the existing installed base of twisted pair
and coaxial cable. Fiber-to-the-home proposals that would provide huge band-
widths to the user remain too expensive. Fiber-to-curb proposals attempt to
reduce this cost by installing fiber to a point that is sufficiently close to the
subscriber that twisted pair or coaxial cable can provide high data rates to the
user.

Application—Local Area Networks

Optical fiber is used as the physical layer of several LAN standards. The
10BASE-FP Ethernet physical layer standard uses optical fiber operating with
an 850 nm source. The transmission system uses Manchester coding and inten-
sity-light modulation and allows distances up to 2 km. The Fiber Distributed
Data Interface (FDDI) ring-topology LAN uses optical fiber transmission at a
speed of 100 Mbps, using LED light sources at 1300 nm with repeater spacings
of up to 2 km. The binary information is encoded using a 4B5B code followed by
NRZ inverted line coding. The 100BASE-FX Fast Ethernet physical layer stan-
dard uses two fibers, one for send and one for receive. The maximum distance is
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limited to 100 meters. The transmission format is the same as that of FDDI with
slight modifications.

Optical fiber is the preferred medium for Gigabit Ethernet. As has become
the practice in the development of physical layer standards, the 1000BASE-X
standards are based on the preexisting fiber channel standard. The pulse trans-
mission rate is 1.25 gigapulses/second, and an 8B10B code is used to provide the
1 Gbps transmission rate. There are two variations of the 1000BASE-X stan-
dard. The 1000BASE-SX uses a ‘“‘shortwave” light source, nominally 850 nm,
and multimode fiber. The distance limit is 550 meters. The 1000BASE-LX uses a
“longwave” light source, nominally at 1300 nm, single mode or multimode fiber.
For multimode fiber the distance limit is 550 meters, and for single mode fiber the
distance is 5 km.

3.7.4 Radio Transmission

Radio encompasses the electromagnetic spectrum in the range of 3 kHz to
300 GHz. In radio communications the signal is transmitted into the air or
space, using an antenna that radiates energy at some carrier frequency. For
example, in QAM modulation the information sequence determines a point in
the signal constellation that specifies the amplitude and phase of the cosine wave
that is transmitted. Depending on the frequency and the antenna, this energy can
propagate in either a unidirectional or omnidirectional fashion. In the unidirec-
tional case a properly aligned antenna receives the modulated signal, and an
associated receiver in the direction of the transmission recovers the original
information. In the omnidirectional case any receiver with an antenna in the
area of coverage can pick up the signal.

Radio communication systems are subject to a variety of transmission
impairments. We indicated earlier that the attenuation in radio links varies
logarithmically with the distance. Attenuation for radio systems also increases
with rainfall. Radio systems are subject to multipath fading and interference.
Multipath fading refers to the interference that results at a receiver when two or
more versions of the same signal arrive at slightly different times. If the arriving
signals differ in polarity, then they will cancel each other. Multipath fading can
result in wide fluctuations in the amplitude and phase of the received signal.
Interference refers to energy that appears at the receiver from sources other
than the transmitter. Interference can be generated by other users of the same
frequency band or by equipment that inadvertently transmits energy outside its
band and into the bands of adjacent channels. Interference can seriously affect
the performance of radio systems, and for this reason regulatory bodies apply
strict requirements on the emission properties of electronic equipment.

Figure 3.48 gives the range of various frequency bands and their applica-
tions. The frequency bands are classified according to wavelengths. Thus the low
frequency (LF) band spans the range 30 kHz to 300 kHz, which corresponds to a
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FIGURE 3.48 Radio spectra

wavelength of 1 km to 10 km, whereas the extremely high frequency (EHF) band
occupies the range from 30 to 300 GHz corresponding to wavelengths of 1 milli-
meter to 1 centimeter. Note that the progression of frequency bands in the
logarithmic frequency scale have increasingly larger bandwidths, for example,
the “band” from 10'" to 10'> Hz has a bandwidth of 0.9 x 10'?> Hz, whereas the
band from 10° to 10® Hz has a bandwidth of 0.9 x 10°® Hz.

The propagation properties of radio waves vary with the frequency. Radio
waves at the VLF, LF, and MF bands follow the surface of the earth in the form
of ground waves. VLF waves can be detected at distances up to about 1000 km,
and MF waves, for example, AM radio, at much shorter distances. Radio waves
in the HF band are reflected by the ionosphere and can be used for long-distance
communications. These waves are detectable only within certain specific dis-
tances from the transmitter. Finally, radio waves in the VHF band and higher
are not reflected back by the ionosphere and are detectable only within line-of-
sight.

In general, radio frequencies below 1 GHz are more suitable for omnidirec-
tional applications, such as those shown in Table 3.6. For example, paging
systems (“‘beepers’) are an omnidirectional application that provides one-way
communications. A high-power transmission system is used to reach simple, low-
power pocket-size receivers in some geographic area. The purpose of the system
is to alert the owner that someone wishes to communicate with him or her. The

System Description Distance

Paging Short message 10s of kilometers
Cordless telephone Analog/digital voice 10s of meters
Cellular telephone Analog/digital voice and data kilometers
Personal Communication Services Digital voice and data 100s of meters
Wireless LAN High-speed data 100 meters

TABLE 3.6 Examples of omnidirectional systems
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system may consist of a single high-powered antenna, or a network of intercon-
nected antennas, or be a nationwide satellite-based transmission system. These
systems deliver the calling party’s telephone number and short text messages.
Paging systems have operated in a number of frequency bands. Most systems
currently use the 930 to 932 MHz band.

Cordless telephones are an example of an omnidirectional application that
provides two-way communications. Here a simple base station connects to a
telephone outlet and relays signaling and voice information to a cordless
phone. This technology allows the user to move around in an area of a few
tens of meters while talking on the phone. The first generation of cordless phones
used analog radio technology and subsequent generations have used digital
technology.

Application—Cellular Communications

Analog cellular telephone systems were introduced in 1979 in Japan. This system
provided for 600 two-way channels in the 800 MHz band. In Europe the Nordic
Mobile Telephone system was developed in 1981 in the 450 MHz band. The U.S.
Advanced Mobile Phone System (AMPS) was deployed in 1983 in a frequency
band of 50 MHz in the 800 MHz region. This band is divided into 30 kHz
channels that can each carry a single FM-modulated analog voice signal.

Analog cellular phones quickly reached their capacity in large metropolitan
areas because of the popularity of cellular phone service. Several digital cellular
telephone systems based on digital transmission have been introduced. In 1991
Interim Standard IS-54 in the United States allowed for the replacement of a
30 kHz channel with a digital channel that can support three users. This digital
channel uses differential QAM modulation in place of the analog GM modula-
tion. A cellular standard based on code division multiple access (CDMA) was
also standardized as IS-95. This system, based on direct sequence spread spec-
trum transmission, can handle more users than earlier systems could. In Europe
the Global System for Mobile (GSM) standard was developed to provide for
a pan-European digital cellular system in the 900 MHz band. These cellular
systems are discussed further in Chapter 6.

In 1995 personal communication services (PCS) licenses were auctioned in
the U.S. for spectrum in the 1800/1900 MHz region. PCS is intended to extend
digital cellular technology to a broader community of users by using low-power
transmitters that cover small areas, ““microcells.” PCS thus combines aspects of
conventional cellular telephone service with aspects of cordless telephones. The
first large deployment of PCS is in the Japanese Personal Handiphone system
that operates in the 1800/1900 band. This system is now very popular. In Europe
the GSM standard has been adapted to the 1800/1900 band.

Application—Wireless LANs
Wireless LANs are another application of omnidirectional wireless communica-
tions. The objective here is to provide high-speed communications among a
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number of computers located in relatively close proximity. Most standardization
efforts in the United States have focused in the Industrial/Scientific/Medical
(ISM) bands, which span 902 to 928 MHz, 2400 to 2483.5 MHz, and 5725
to 5850 MHz, respectively. Unlike other frequency bands, the ISM band is
designated for unlicensed operation so each user must cope with the inter-
ference from other users. In Europe, the high-performance radio LAN
(HIPERPLAN) standard was developed to provide high-speed (20 Mbps) opera-
tion in the 5.15 to 5.30 GHz band. In 1996 the Federal Communications
Commission (FCC) in the United States announced its intention to make
350 MHz of spectrum in the 5.15 to 5.35 GHz and 5.725 to 5.825 GHz bands
available for unlicensed use in LAN applications. These developments are sig-
nificant because these systems will provide high-speed communications to the
increasing base of portable computers. This new spectrum allocation will also
enable the development of ad hoc digital radio networks in residential and other
environments.

Application—Point-to-Point and Point-to-Multipoint Radio Systems

Highly directional antennas can be built for microwave frequencies that cover
the range from 2 to 40 GHz. For this reason point-to-point wireless systems use
microwave frequencies and were a major component of the telecommunication
infrastructure introduced several years ago. Digital microwave transmission sys-
tems have been deployed to provide long-distance communications. These sys-
tems typically use QAM modulation with fairly large signal constellations and
can provide transmission rates in excess of 100 Mbps. The logarithmic, rather
than linear, attenuation gave microwave radio systems an advantage over coaxial
cable systems by requiring repeater spacings in the tens of kilometers. In addi-
tion, microwave systems did not have to deal with right-of-way issues.
Microwave transmission systems can also be used to provide inexpensive digital
links between buildings.

Microwave frequencies in the 28 GHz band have also been licensed for
point-to-multipoint “wireless cable” systems. In these systems microwave radio
beams from a telephone central office would send 50 Mbps directional signals to
subscribers within a 5 km range. Reflectors would be used to direct these beams
so that all subscribers can be reached. These signals could contain digital video
and telephone as well as high-speed data. Subscribers would also be provided
with transmitters that would allow them to send information upstream into the
network. The providers of this service have about 1 GHz in total bandwidth
available.

Application—Satellite Communications

Early satellite communications systems can be viewed as microwave systems with
a single repeater in the sky. A (geostationary) satellite is placed at an altitude of
about 36,000 km above the equator where its orbit is stationary relative to the
rotation of the earth. A modulated microwave radio signal is beamed to the
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satellite on an uplink carrier frequency. A transponder in the satellite receives the
uplink signal, regenerates it, and beams it down back to earth on a downlink
carrier frequency. A satellite typically contains 12 to 20 transponders so it can
handle a number of simultaneous transmissions. Each transponder typically
handles about 50 Mbps. Satellites operate in the 4/6, 11/14, and 20/30 GHz
bands, where the first number indicates the downlink frequency and the second
number the uplink frequency.

Geostationary satellite systems have been used to provide point-to-point
digital communications to carry telephone traffic between two points. Satellite
systems have an advantage over fiber systems in situations where communica-
tions needs to be established quickly or where deploying the infrastructure is too
costly. Satellite systems are inherently broadcast in nature, so they are also used
to simultaneously beam television, and other signals, to a large number of users.
Satellite systems are also used to reach mobile users who roam wide geographical
areas.

Constellations of low-earth orbit satellites (LEOS) are being planned for
deployment. These include the Iridium and Teledesic systems. The satellites
are not stationary with respect to the earth, but they rotate in such a way that
there is continuous coverage of the earth. The component satellites are inter-
connected by high-speed links forming a network in the sky.

3.7.5 Infrared Light

Infrared light is a communication medium whose properties differ significantly
from radio frequencies. Infrared light does not penetrate walls, so an inherent
property is that it is easily contained within a room. This factor can be desirable
from the point of view of reducing interference and enabling reuse of the fre-
quency band in different rooms. Infrared communications systems operate in the
region from 850 nm to 900 nm where receivers with good sensitivity are avail-
able. Infrared light systems have a very large potential bandwidth that is not yet
exploited by existing systems. A serious problem is that the sun generates radia-
tion in the infrared band, which can be a cause of severe interference. The
infrared band is being investigated for use in the development of very high
speed wireless LANS.

Application—IrDA Links

The Infrared Data Association (IrDA) was formed to promote the development
of infrared light communication systems. A number of standards have been
developed under its auspices. The IrDA-C standard provides bidirectional com-
munications for cordless devices such as keyboards, mice, joysticks, and hand-
held computers. This standard operates at a bit rate of 75 kbps at distances of up
to 8 meters. The IrDA-D standard provides for data rates from 115 kb/s to
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4 Mb/s over a distance of 1 meter. It was designed as a wireless alternative to
connecting devices, such as a laptop to a printer.

3.8 ERROR DETECTION AND CORRECTION

In most communication channels a certain level of noise and interference is
unavoidable. Even after the design of the digital transmission system has been
optimized, bit errors in transmission will occur with some small but nonzero
probability. For example, typical bit error rates for systems that use copper
wires are in the order of 107, that is, one in a million. Modern optical fiber
systems have bit error rates of 107 or less. In contrast, wireless transmission
systems can experience error rates as high as 107 or worse. The acceptability of
a given level of bit error rate depends on the particular application. For example,
certain types of digital speech transmission are tolerant to fairly high bit error
rates. Other types of applications such as electronic funds transfer require essen-
tially error-free transmission. In this section we introduce error-control techni-
ques for improving the error-rate performance that is delivered to an application
in situations where the inherent error rate of a digital transmission system is
unacceptable.

There are two basic approaches to error control. The first approach involves
the detection of errors and an automatic retransmission request (ARQ) when
errors are detected. This approach presupposes the availability of a return chan-
nel over which the retransmission request can be made. For example, ARQ is
widely used in computer communication systems that use telephone lines. The
second approach, forward error correction (FEC), involves the detection of errors
followed by processing that attempts to correct the errors. FEC is appropriate
when a return channel is not available, retransmission requests are not easily
accommodated, or a large amount of data is sent and retransmission to correct a
few errors is very inefficient. For example, FEC is used in satellite and deep-space
communications. A recent application is in audio CD recordings where FEC is
used to provide tremendous robustness to errors so that clear sound reproduc-
tion is possible even in the presence of smudges and scratches on the disk surface.
Error detection is the first step in both ARQ and FEC. The difference between
ARQ and FEC is that ARQ “wastes”” bandwidth by using retransmissions,
whereas FEC requires additional redundancy in the transmitted information
and incurs significant processing complexity in performing the error correction.

In this section we discuss parity check codes, the Internet checksum, and
polynomial codes that are used in error detection. We also present methods for
assessing the effectiveness of these codes in several error environments. These
results are used in Chapter 5, in the discussion of ARQ protocols. An optional
section on linear codes gives a more complete introduction to error detection and
correction.
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3.8.1 Error Detection

In this section we discuss the idea of error detection in general terms, using the
single parity check code as an example throughout the discussion. The basic idea
in performing error detection is very simple. As illustrated in Figure 3.49, the
information produced by an application is encoded so that the stream that is
input into the communication channel satisfies a specific pattern or condition.
The receiver checks the stream coming out of the communication channel to see
whether the pattern is satisfied. If it is not, the receiver can be certain that an
error has occurred and therefore sets an alarm to alert the user. This certainty
stems from the fact that no such pattern would have been transmitted by the
encoder.

The simplest code is the single parity check code that takes k information bits
and appends a single check bit to form a codeword. The parity check ensures that
the total number of 1s in the codeword is even; that is, the codeword has even
parity.'? The check bit in this case is called a parity bit. This error-detection code
is used in ASCII where characters are represented by seven bits and the eighth bit
consists of a parity bit. This code is an example of the so-called linear codes
because the parity bit is calculated as the modulo 2 sum of the information bits:

bk+l = bl + b2 + ...+ bk modulo 2 (2)

where by, by, ..., by are the information bits.

Recall that in modulo 2 arithmetic0 + 0 = 0,0 + 1 = 1,1 + 0 = 1, and
1 + 1 = 0. Thus, if the information bits contain an even number of 1s, then the
parity bit will be 0; and if they contain an odd number, then the parity bit will be
1. Consequently, the above rule will assign the parity bit a value that will produce
a codeword that always contains an even number of 1s. This pattern defines the
single parity check code.

If a codeword undergoes a single error during transmission, then the corre-
sponding binary block at the output of the channel will contain an odd number
of 1s and the error will be detected. More generally, if the codeword undergoes
an odd number of errors, the corresponding output block will also contain an
odd number of 1s. Therefore, the single parity bit allows us to detect all error
patterns that introduce an odd number of errors. On the other hand, the single
parity bit will fail to detect any error patterns that introduce an even number of
errors, since the resulting binary vector will have even parity. Nonetheless, the

All inputs to channel Channel
satisfy pattern/condition output
— — P | Db
information neoder anne checking
set error alarm

FIGURE 3.49 General error-detection system

12Some systems use odd parity by defining the check bit to be the binary complement of equation 2.
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single parity bit provides a remarkable amount of error-detection capability,
since the addition of a single check bit results in making half of all possible
error patterns detectable, regardless of the value of k.

Figure 3.50 shows an alternative way of looking at the operation of this
example. At the transmitter a checksum is calculated from the information
bits and transmitted along with the information. At the receiver, the checksum
1s recalculated, based on the received information. The received and recalculated
checksums are compared, and the error alarm is set if they disagree.

This simple example can be used to present two fundamental observations
about error detection. The first observation is that error detection requires redun-
dancy in that the amount of information that is transmitted is over and above the
required minimum. For a single parity check code of length k4 1, k bits are
information bits, and one bit is the parity bit. Therefore, the fraction 1/(k + 1) of
the transmitted bits is redundant.

The second fundamental observation is that every error-detection technique
will fail to detect some errors. In particular, an error-detection technique will
always fail to detect transmission errors that convert a valid codeword into
another valid codeword. For the single parity check code, an even number of
transmission errors will always convert a valid codeword to another valid code-
word.

The objective in selecting an error-detection code is to select the codewords
that reduce the likelihood of the transmission channel converting one valid code-
word into another. To visualize how this is done, suppose we depict the set of all
possible binary blocks as the space shown in Figure 3.51, with codewords shown
by xs in the space and noncodewords by o0s. To minimize the probability of error-
detection failure, we want the codewords to be selected so that they are spaced as
far away from each other as possible. Thus the code in Figure 3.51a is a poor
code because the codewords are close to each other. On the other hand, the code
in Figure 3.51b is good because the distance between codewords is maximized.
The effectiveness of a code clearly depends on the types of errors that are intro-
duced by the channel. We next consider how the effectiveness is evaluated for the
example of the single parity check code.

Information bits Received information bits
Recalculate
check bits
Calcal Channel l
aleutate - Compare [——>
check bits Check Received Information
bits bits accepted if
check bits
match

FIGURE 3.50 Error-detection system using check bits
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(a) A code with poor distance properties (b) A code with good distance properties

x codewords o non-codewords

FIGURE 3.51 Distance properties of codes

EFFECTIVENESS OF ERROR-DETECTION CODES

The effectiveness of an error-detection code is measured by the probability that
the system fails to detect an error. To calculate this probability of error-detection
failure, we need to know the probabilities with which various errors occur. These
probabilities depend on the particular properties of the given communication
channel. We will consider three models of error channels: the random error
vector model, the random bit error model, and burst errors.

Suppose we transmit a codeword that has n bits. Define the error vector e =
(eq, ey, ...,e,) where ¢; = 1 if an error occurs in the ith transmitted bit and ¢; = 0
otherwise. In one extreme case, the random error vector model, all 2" possible
error vectors are equally likely to occur. In this channel model the probability of
e does not depend on the number of errors it contains. Thus the error vector
(1,0,...,0) has the same probability of occurrence as the error vector
(1,1,...,1). The single parity check code will fail when the error vector has
an even number of 1s. Thus for the random error vector channel model, the
probability of error detection failure is 1/2.

Now consider the random bit error model where the bit errors occur inde-
pendently of each other. Satellite communications provide an example of this
type of channel. Let p be the probability of an error in a single-bit transmission.
The probability of an error vector that has j errors is p/(1 — p)"™, since each of
the j errors occurs with probability p and each of the n — j correct transmissions
occurs with probability 1 — p. By rewriting this probability we obtain:

w(e)

el == = - pr (L) G
where the weight w(e) is defined as the number of 1s in e. For any useful com-
munication channel, the probability of bit error is much smaller than 1, and so
p < 1/2and p/(1 — p) < 1. This implies that for the random bit error channel the
probability of e decreases as the number or errors (1s) increases; that is, an error
pattern with a given number of bit errors is more likely than an error pattern
with a larger number of bit errors. Therefore this channel tends to map a trans-
mitted codeword into binary blocks that are clustered around the codeword.
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The single parity check code will fail if the error pattern has an even number
of 1Is. Therefore, in the random bit error model:
Plerror detection failure] = Plundetectable error pattern]
= Plerror patterns with even number of 1s]

(N 2 2 (TP 4 4
—<2>p(1 p) +<4>p(1 P+

(4)

where the number of terms in the sum extends up to the maximum possible even
number of errors. In the preceding equation we have used the fact that the
number of distinct binary n-tuples with j ones and n — j zeros is given by

()=
J) =

In any useful communication system, the probability of a single-bit error
p is much smaller than 1. We can then use the following approximation:
P'(1 = py ~ p'(1 — pj) ~ p'. For example, if p =107 then p>(1 — p)" > ~ 107°
and p*(1 — p)"~* ~ 107", Thus the probability of detection failure is determined
by the first term in equation 4. For example, suppose n = 32 and p = 10~*. Then
the probability of error-detection failure is 5 x 107°, a reduction of nearly two
orders of magnitude.

We see then that a wide gap exists in the performance achieved by the two
preceding channel models. Many communication channels combine aspects of
these two channels in that errors occur in bursts. Periods of low error-rate
transmission are interspersed with periods in which clusters of errors occur.
The periods of low error rate are similar to the random bit error model, and
the periods of error bursts are similar to the random error vector model. The
probability of error-detection failure for the single parity check code will be
between those of the two channel models. In general, measurement studies are
required to characterize the statistics of burst occurrence in specific channels.

3.8.2 Two-Dimensional Parity Checks

A simple method to improve the error-detection capability of a single parity
check code is to arrange the information bits in columns of k bits, as shown in
Figure 3.52. The last bit in each column is the check bit for the information bits
in the column. Note that in effect the last column is a “‘check codeword” over the
previous m columns. The right-most bit in each row is the check bit of the other
bits in the row. The resulting encoded matrix of bits satisfies the pattern that all
rows have even parity and all columns have even parity.

If one, two, or three errors occur anywhere in the matrix of bits during
transmission, then at least one row or parity check will fail, as shown in
Figure 3.53. However, some patterns with four errors are not detectable, as
shown in the figure.
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FIGURE 3.52 Two-dimensional parity check code

Last row consists of
check bit for each row

Bottom row consists of
check bit for each column

The two-dimensional parity check code is another example of a linear code.
It has the property that error-detecting capabilities can be identified visually, but
it does not have particularly good performance. Better codes are discussed in a
later (optional) section on linear codes.

3.8.3 Internet Checksum

Several Internet protocols (e.g., IP, TCP, UDP) use check bits to detect errors.
With IP a checksum is calculated for the contents of the header and included in a
special field. Because the checksum must be recalculated at every router, the
algorithm for the checksum was selected for its ease of implementation in soft-
ware rather than for the strength of its error-detecting capabilities.

The algorithm assumes that the header consists of a certain number, say, L,
of 16-bit words, by, b;, b,,...,b;_; plus a checksum b;. These L words corre-
spond to the ““information” in the terminology introduced in the previous
sections. The 16-bit checksum b; corresponds to the parity bits and is calcu-
lated as follows:

1001 0[/0 1001 0[0
000 0 0|1 =— 000 0 01 =—

1 001 00 Oneerror 1 001 0[]0 Twoerrors
110110 1000 1 10 =
1001 1|1 1001 1|1

!

1001 0[/0 100100
0@o@o|l o@o@o|t

1 001 0[O0 Threeerrors 1 00 1 00 Fourerrors
1@O0 1 1|0 = 1@®o0@ 1|0

1001 1|1 1001 1|1

f

Arrows indicate failed check bits

FIGURE 3.53 Detectable and undetectable error
patterns for two-dimensional code

4 | P | eTextMainMenu | Textbook Table of Contents



3.8 Error Detection and Correction 159

1. E1a6ch 16-bit word is treated as an integer, and the L words are added modulo
27 —1:

Xx=Dby+b; +by+...+b;,_, modulo 2'® — 1
2. The checksum then consists of the negative value of x:
b, = —x
3. The checksum b; is then inserted in a dedicated field in the header.

The contents of all headers, including the checksum field, must then satisfy the
following pattern:

0=by+b;+b,+...4+b,_; +b, modulo 2'° —1

Each router can then check for errors in the header by calculating the preceding
equation for each received header.

As an example, consider two-bit words with L = 2. There are 16 possible
combinations for by, b; and the corresponding checksum b,. For example if by =
00 and b; = 01, then in modulo 3 arithmetic we have by +b; =0+1=1. In
modulo 3 arithmetic, —1 = 2, so b, = 2. The header then satisfies by +b; + b, =
04142 =0 modulo 3, as required. Note that a sequence of errors will not be
detectable if it causes the sum of integers corresponding to the transmitted by, by,
b, to change by a multiple of 3. For example, if we transmit (0, 1, 2) as above but
receive (1, 3, 2), then the receiver will calculate 1+ 3 + 2 = 0 modulo 3, so the
errors will not be detected.

The actual Internet algorithm for calculating the checksum is described in
terms of Is complement arithmetic. In this arithmetic, addition of integers cor-
responds to modulo 2'° — 1 addition, and the negative of the integer correspond-
ing to the 16-bit word b is found by taking its 1s complement; that is, every 0 is
converted to a 1 and vice versa. This process leads to the peculiar situation where
there are two representations for b, (0,0,...,0) and (1,1, ..., 1), which in turn
results in additional redundancy in the context of error detection. Given these
properties of 1s complement arithmetic, step 1 above then corresponds to simply
adding the 16-bit integers by +b; + b, + ... + b, _; using regular 32-bit addition.
The modulo 2'° — 1 reduction is done by taking the 16 higher-order bits in the
sum, shifting them down by 16 positions, and adding them back to the sum. Step
2 produces the negative of the resulting sum by taking the 1s complement. Figure
3.54 shows a C function for calculating the Internet checksum adapted from
[RFC 1071].

Table 3.7 shows the 16 possible codewords that result when the algorithm is
applied to two-bit words with L = 2. From the table we can determine the error-
detecting capability of this code. The minimum distance of the code is 2; that is,
at least two bits are required to change one codeword into another. For example
the first two codewords are 000011 (003) and 000110 (012), which differ in the
fourth and sixth bit. In general, error patterns that cause the words by + b; +
b, +...+b, ;+b, to change by a total of a multiple of 2'® — 1 will not be
detected.
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unsigned short cksum(unsigned short *addr, int count)
{
/* Compute Internet checksum for “count” bytes
* beginning at location “addr”.

*/
register long sum = 0;
while ( count > 1 ) {

/* This i1s the inner loop*/
sum += *addr++;
count -=2;

}

/* Add left-over byte, if any */
if ( count > 0 )
sum += *addr;

/* Fold 32-bit sum to 16 bits */
while (sum >>16)

sum = (sum & Oxffff) + (sum >> 16);

return ~sum;

FIGURE 3.54 C language program for computing Internet
checksum
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TABLE 3.7 Resulting codewords
when L =2
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3.8.4 Polynomial Codes

We now introduce the class of polynomial codes that are used extensively in error
detection and correction. Polynomial codes are readily implemented using shift-
register circuits and therefore are the most widely implemented error-control
codes. Polynomial codes involve generating check bits in the form of a cyclic
redundancy check (CRC). For this reason they are also known as CRC codes.

In polynomial codes the information symbols, the codewords, and the error
vectors are represented by polynomials with binary coefficients. The k informa-
tion bits (i,_;, kx_», ..., 1, i) are used to form the information polynomial of
degree k — 1:

k=2

. . k—1 . . .
(X)) =0 X" 4+ i X "+ +ihx+

The encoding process takes i(x) and produces a codeword polynomial b(x)
that contains the information bits and additional check bits and that satisfies a
certain pattern. To detect errors, the receiver checks to see whether the pattern is
satisfied. Before we explain this process, we need to review polynomial arith-
metic.

The polynomial code uses polynomial arithmetic to calculate the codeword
corresponding to the information polynomial. Figure 3.55 gives examples of
polynomial addition, multiplication, and division using binary coefficients.
Note that with binary arithmetic, we have x’/ + x/ = (1 + 1)x’ = 0. Note in
particular that when the division is completed the remainder r(x) will have a
degree smaller than the degree of the divisor polynomial. In the example the
divisor polynomial has degree 3, so the division process continues until the
remainder term has degree 2 or less.

A polynomial code is specified by its generator polynomial g(x). Here we
assume that we are dealing with a code in which codewords have n bits, of
which k are information bits and n — k are check bits. We refer to this type of

Addition: C+04+ D+ + ) =x"+A+ D0+ +1=x"+x+1

Multiplication:  (x+ D@2 +x+ D=+ 2 +x+x2+x+1=x>+1

3 2

L +x“+x) = ¢q(x) Quotient
Division: Lrrrx 40 Q
r+x+1 )x6+x5 Dividend
6 4, 3
Divisor X+ X tx
O+t
3 X+ 2+ x?
U o
4 2
—-— X+ X+ x
17
& = r(x) Remainder
FIGURE 3.55 Polynomial arithmetic
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code as an (n, k) code. The generator polynomial for such a code has degree n — k
and has the form

gx)=x"F g , X4 tgx+1

where g,_r_1, &1—k_2, - - - » € are binary numbers. In the following we will intro-
duce an example that corresponds to a (7,4) code with generator polynomial
gx)=x"+x+1.

The calculation of the cyclic redundancy check bits is described in Figure
3.56. First the information polynomial is multiplied by x"*.

n—k+1 k

XK = i X X T L X + ipx"

If you imagine that the k information bits are in the lower k positions in a
register of length n, the multiplication moves the information bits to the £ high-
est-order positions, since the highest term of i(x) can have degree n — 1. This
situation is shown in the example in Figure 3.57. The information polynomial is
i(x) = x> + x°, so the first step yields x’i(x) = x® + x°. After three shifts to the
left, the contents of the shift register are (1,1,0,0,0,0,0).

Step 2 involves dividing X"~ ¥i(x) by g(x) to obtain the remainder r(x). The
terms involved in division are related by the following expression:

X' i) = g(0)g(x) + r(x)

The remainder polynomial r(x) }grovides the CRCs. In the example in Figure
3.57, we have x° + x° = g(x)(x> + x> + x) + x; that is, #(x) = x. In the figure we
also show a more compact way of doing the division without explicitly writing
the powers of x.

The final step in the encoding procedure obtains the binary codeword b(x) by
adding the remainder r(x) from x"%i(x):

b(x) = X" Fi(x) + r(x).

Because the divisor g(x) had degree n — k, the remainder r(x) can have
maximum degree n — k — 1 or lower. Therefore r(x) has at most n — k terms.
In terms of the previously introduced register of length n, r(x) can occupy the
lower n — k positions. Recall that the upper k positions were occupied by the

Steps:
1. Multiply i(x) by x"* (puts zeros in (n-k) low-order positions).

2. Divide x"* i(x) by g(x). Quotient , Remainder
XRi(x) = g(x) qx) = r(x)

3. Add remainder r(x) to X" i(x)
(puts check bits in the n-k low-order positions).
b(x) = x”'k i(x) + r(x)<— Transmitted codeword

FIGURE 3.56 Encoding procedure
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Generator polynomial: g(x) = x>+ x + 1
Information: (1,1,0,0) — i(x) = x> + x*
Encoding: Xi(x) =x0+ x°

C+x+x 1110
Baxtl) 41 1011) 1100000
O+ P 1011
O+ a3 1110
P+ P+ 1011
Py 2 1010
X 2 +x 1011
x 010

Transmitted codeword:
b(x) =x04+ X +x
—b=(1,1,0,0,0,1,0,)

FIGURE 3.57 Example of CRC encoding

information bits. We thus see that this encoding process introduces a binary
polynomial in which the k higher-order terms are the information bits and in
which the n — k lower-order terms are the cyclic redundancy check bits. In the
example in Figure 3.57, the division of x’i(x) by g(x) gives the remainder poly-
nomial r(x) = x. The codeword polynomial is then x°+ x° + x, which corre-
sponds to the binary codeword (1,1,0,0,0,1,0). Note how the first four
positions contain the original four information bits and how the lower three
positions contains the CRC bits.

In Figure 3.55 we showed that in normal division dividing 122 by 35 yields a
quotient of 3 and a remainder of 17. This result implies that 122 = 3(35) + 17.
Note that by subtracting the remainder 17 from both sides, we obtain 122 — 17 =
3(35) so that 122 — 17 is evenly divisible by 35. Similarly, the codeword poly-
nomial h(x) is divisible by g(x) because

b(x) = X"Fi(x) + r(x) = g(¥)q(x) + r(x) + r(x) = g(¥)g(x)

where we have used the fact that in modulo 2 arithmetic r(x) 4+ r(x) = 0. This
equation implies that all codewords are multiples of the generator polynomial
g(x). This is the pattern that must be checked by the receiver. The receiver
can check to see whether the pattern is satisfied by dividing the received poly-
nomial by g(x). If the remainder is nonzero, then an error has been detected.

The familiar algorithm that is taught in elementary school for carrying out
“longhand” division can be used to derive a feedback shift-register circuit that
implements division. The feedback taps in this circuit are determined by the
coefficients of the generator polynomial. Figure 3.58 shows the division circuit
for the generated polynomial g(x) = x* + x + 1. The figure also shows the states
of the registers as the algorithm implements the same division that was carried
out in the previous encoding example.
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Encoder for g(x) = PHx+l

go=1 g1=1 g3=1
i(X) + X3+ 22
i(x) + Reg 0 + Reg 1 Reg 2

N N\

Clock Input Reg 0 Reg 1 Reg 2
0 - 0 0 0
1 =i 1 0 0
2 1=i, 1 1 0
3 0=1i; 0 1 1
4 0=1iy 1 1 1
5 0 1 0 1
6 0 1 0 0
7 0 0 1 0

Check bits: ro=0 r=1 ry=0

— r(x)=x

FIGURE 3.58 Shift-register circuit for generated polynomial

The same division circuit that was used by the encoder can be used by the
receiver to determine whether the received polynomial is a valid codeword poly-
nomial.

3.8.5 Standardized Polynomial Codes

Table 3.8 gives generator polynomials that have been endorsed in a number of
standards. The CRC-12 and CRC-16 polynomials were introduced as part of the
IBM bisync protocol for controlling errors in a communication line. The
CCITT-16 polynomial is used in the HDLC standard and in XMODEM. The
CCITT-32 is used in IEEE 802 LAN standards and in Department of Defense
protocols, as well as in the CCITT V.42 modem standard. Finally CRC-8 and
CRC-10 have recently been recommended for use in ATM networks. In the
problem section we explore properties and implementations of these generator
polynomials.

Name Polynomial Used in
CRC-8 B ex+1 ATM header error check
CRC-10 MO+t x+1 ATM AAL CRC
CRC-12 Mt PP+ x+1 Bisync
=(x+ DT+ +1)
CRC-16 OB x4+ Bisync
=@+ D +x+1)
CCITT-16 X x4 ¥ 1 HDLC, XMODEM, V.41
CCITT-32 B e TR IEEE 802, DoD, V.42, AALS

x4+ P e+

TABLE 3.8 Standard generator polynomials
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3.8.6 Error-Detecting Capability of a Polynomial Code

We now determine the set of channel errors that a polynomial code cannot
detect. In Figure 3.59 we show an additive error model for the polynomial
codes. The channel can be viewed as adding, in modulo 2 arithmetic, an error
polynomial, which has 1s where errors occur, to the input codeword to produce
the received polynomial R(x):

R(x) = b(x) + e(x).

At the receiver, R(x) is divided by g(x) to obtain the remainder that is defined
as the syndrome polynomial s(x). If s(x) = 0, then R(x) is a valid codeword and is
delivered to the user. If s(x) # 0, then an alarm is set, alerting the user to the
detected error. Because

R(x) = b(x) + e(x) = g(x)q(x) + e(x)

we see that if an error polynomial e(x) is divisible by g(x), then the error pattern
will be undetectable.

The design of a polynomial code for error detection involves first identifying
the error polynomials we want to be able to detect and then synthesizing a
generator polynomial g(x) that will not divide the given error polynomials.
Figures 3.60 and Figure 3.61 show the conditions required of g(x) to detect
various classes of error polynomials.

First consider single errors. The error polynomial is then of the form
e(x) = x'. Because g(x) has at least two nonzero terms, it is easily shown that
when multiplied by any quotient polynomial the product will also have at least
two nonzero terms. Thus single errors cannot be expressed as a multiple of g(x),
and hence all single errors are detectable. A

~ An error polynomial that has double errors will have the form e(x) = x' +
x’ = x'(1 4+ x’7") where j > i. From the discussion for single errors, g(x) cannot
divide x'. Thus e(x) will be divisible by g(x) only if g(x) divides (1 + x/™). Since i
can assume values from 0 to n — 2, we are interested in having 1 + x™ not be
divisible by g(x) for m assuming values from 1 to the maximum possible code-
word length for which the polynomial will be used. The class of primitive poly-
nomials has the property that if a polynomial has degree N, then the smallest
value of m for which 1 4+ x is divisible by the polynomial is 2% — 1. [Lin 1983].
Thus if g(x) is selected to be a primitive polynomial with degree N = n — k, then
it will detect all double errors as long as the total codeword length does not
exceed 2"7F — 1. Several of the generator polynomials used in practice are of the
form g(x) = (1 4+ x)p(x) where p(x) is a ?rimitive polynomial. For example, the
CRC-16 polynomial is g(x) = (1 + x)(x"> + x + 1) where p(x) = x> + x+ 1 is a

(Transmitter) b(x) R(x) (Receiver) FIGURE 3.59 Additive error model for
polynomial codes

e(x) Error pattern
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1. Single errors: e(x) =x' 0<i<n-1
If g(x) has more than one term, it cannot divide e(x).

2. Double errors: e)=x+x O0<i<j<n-l
=x(1+x7)
If g(x) is primitive, it will not divide (1 +x/) for j-i < 2"*— 1.

3. Odd number of errors: e(1)=1 if number of errors is odd.
If g(x) has (x + 1) as a factor, then g(1) = 0 and all codewords have an
even number of 1s.

FIGURE 3.60 Generator polynomials for detecting errors
part 1

primitive polynomial. Thus this g(x) will detect all double errors as long as the
codeword length does not exceed 2"° — 1 = 32,767.

Now suppose that we are interested in being able to detect all odd numbers
of errors. If we can ensure that all code polynomials have an even number of 1s,
then we will achieve this error-detection capability. If we evaluate the codeword
polynomial b(x) at x = 1, we then obtain the sum of the binary coefficients of
b(x). If b(1) = 0 for all codeword polynomials, then x + 1 must be a factor of all
b(x) and hence g(x) must contain x + 1 as a factor. For this reason g(x) is usually
chosen so that it has x + 1 as a factor.

Finally consider the detection of a burst of errors of length L. As shown in
Figure 3.61, the error polynomial has the form x'd(x). If the error burst involves
d consecutive bits, then the degree of d(x) is L — 1. Reasoning as before, e(x) will
be a multiple of g(x) only if d(x) is divisible by g(x). Now if the degree of d(x) is
less than that of g(x), then it will not be possible to divide d(x) by g(x). We
conclude that if g(x) has degree n — k, then all bursts of length n — k or less will
be detected.

ith
position

4. Error bursts of length b: 0000

e(x) = x' d(x) where deg(d(x)) = L-1

L———>
110+--00011011{00+++0
Error pattern d(x)
g(x) has degree n-k;

g(x) cannot divide d(x) if deg(g(x)) > deg(d(x))

e L = (n-k) or less: all will be detected
* L= (n-k +1): deg(d(x)) = deg(g(x))
i.e. d(x) = g(x) is the only undetectable error pattern,
fraction of bursts that are undetectable = 1/2/-2
o L> (n-k + 1): fraction of bursts that are undetectable = 1/2*

FIGURE 3.61 Generator polynomials for detecting
errors—part 2
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If the burst error has length L = n — k + 1, that is, degree of d(x) = degree of
g(x), then d(x) is divisible by g(x) only if d(x) = g(x). From Figure 3.61 d(x)
must have 1 in its lowest-order term and in its highest-order term, so it matches
g(x) in these two coefficients. For d(x) to equal g(x), it must also match g(x) in
the n — k — 1 coefficients that are between the lowest- and highest-order terms.
Only one of the 2"7*~! such patterns will match g(x). Therefore, the proportion
of bursts of length L = n — k + 1 that is undetectable is 1/2"*~!. Finally, it can
be shown that in the case of L >n—k+ 1 the fraction of bursts that is
undetectable is 1/2"7%.

¢3.8.7 Linear Codes"?

We now introduce the class of linear codes that are used extensively for error
detection and correction. A binary linear code is specified by two parameters: k

and n. The linear code takes groups of k information bits, by, b,, ..., by, and
produces a binary codeword b that consists of n bits, by, by,...,b,. The n — k
check bits b4, ..., b,, are determined by n — k linear equations:

biyy = anby +apby + ...+ ayby

biyr = ay by + ayb, + ... + ayby
Q)

by, = ap_jy1b1 + by + . ..+ agpibr

The coefficients in the preceding equations are binary numbers, and the
addition is modulo 2. We say that b;_; checks the information bit b; if a; is 1.
Therefore by_; is given by the modulo 2 sum of the information bits that it
checks, and thus the redundancy in general linear codes is determined by parity
check sums on subsets of the information bits. Note that when all of the infor-
mation bits are 0, then all of the check bits will be 0. Thus the n-tuple 0 with all
zeros is always one of the codewords of a linear code. Many linear codes can be
defined by selecting different coefficients [a;]. Coding books contain catalogs of
good codes that can be selected for various applications.

In linear codes the redundancy is provided by the n — k check bits. Thus if
the transmission channel has a bit rate of R bits/seconds, then k of every n
transmitted bits are information bits, so the rate at which user information
flows through the channel is R, = (k/n)R bits/second.

As an example consider the (7,4) linear Hamming code in which the first four
bits of the codeword b consist of the four information bits b;, b,, b3, and b, and
the three check bits bs, bg, and b, are given by

BSection titles preceded by 4 provide additional details and are not essential for subsequent sections.
4We require the set of linear equations to be linearly independent; that is, no equation can be written as a
linear combination of the other equations.
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bs = b, + b3+ by
be=by+by  +by (6)
b7: +b2+b3+b4

We have arranged the preceding equations so that it is clear which informa-
tion bits are being checked by which check bits, that is, b5 checks information
bits by, b3, and b4. These equations allow us to determine the codeword for any
block of information bits. For example, if the four information bits are (0,1,1,0),
then the codeword is given by (0, 1, 1,0,0+1+0,0+1+0,0+1+0,1+1+0) =
(0,1,1,0,1, 1, 0). Table 3.9 shows the set of 16 codewords that are assigned to
the 16 possible information blocks.

Linear codes provide a very simple method for detecting errors. Before con-
sidering the general case, we illustrate the method using the Hamming code
(Table 9). Suppose that in equation 6 we add bs to both sides of the first equa-
tion, bg to both sides of the second equation, and b, to both sides of the third
equation. We then obtain

O0=bs+bs=b,  +by+by+bs
O0=bg+bs=b +by  +b,  +bg
0=b;+by= +by+by+by + b,

where we have used the fact that in modulo 2 arithmetic any number plus itself is
always zero. The preceding equations state the conditions that must be satisfied
by every codeword. Thus if r = (r, 1o, r3, 14, 1's, g, I7) 1s the output of the trans-
mission channel, then r is a codeword only if its components satisfy these equa-

Information Codeword Weight
by by by by by by by by bs bg by w(b)
00 0 0 0000 O0O0O0 0
00 0 1 0O 0 0 1 1 11 4
00 1 0 001 01 01 3
00 1 1 0O01 1010 3
01 0 0 010 0 0 1 1 3
01 01 01 0 1 1 00 3
01 10 o1 1 01 10 4
01 11 01 1 1 0 01 4
1.0 0 0 1 000110 3
1 0 0 1 1 0 01 0 01 3
1 01 0 1 01 0 0 1 1 4
1 0 1 1 1 01 1 1 0 0 4
1 1.0 0 1 1.0 0 1 01 4
1 1 0 1 1 1.0 1 01 0 4
1 110 1 110 0 0 0 3
1 1 1 1 1 1 1 1 1 11 7

TABLE 3.9 Hamming (7,4) code
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tions. If we write the equations in matrix form, we obtain a more compact
representation for the conditions that all codewords must meet.

by
by
0 10111007 | b3
0| =| 1101010 || by | =Hb' =0
0 0111001 | | bs

In the matrix H is defined as the 3x7 matrix and b’ is the codeword arranged as a
column vector. (Above we had previously defined b as row vector.)

By following the same procedure we have used in this example, we find that
the condition that all codewords must meet is given by the matrix equation:

HY =0 (7

where 0 is a column vector with n — k components all equal to zero, b’ is the
codeword arranged as a column vector, and check matrix H has dimension n — k
rows by n columns and is given by

an [231) 2575 10...0
an [25%) [25)% 01...0

H= .
a(n_k)l a(n_k>2 e a(n_k)k 00...1

Errors introduced in a binary channel can be modeled by the additive process
shown in Figure 3.62a. The output of the binary channel can be viewed as the
modulo 2 addition of an error bit e to the binary input b. If the error bit equals 0,
then the output of the channel will correspond to the input of the channel and no
transmission error occurs; if the error bit equals 1, then the output will differ
from the input and a transmission error occurs. Now consider the effect of the
binary channel on a transmitted codeword. As shown in Figure 3.62b, the

(a) Single bit input FIGURE 3.62 Additive error channel

(Transmitter) b r (Receiver)

e Error pattern

(b) Vector input

(Transmitter) b r (Receiver)

e Error pattern
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channel can be viewed as having a vector input that consists of the n bits that
correspond to the codeword. The output of the channel r is given by the modulo
2 sum of the codeword b and an error vector e that has 1s in the components
where an error occurs and Os elsewhere:

r=b+e

The error-detection system that uses a linear code checks the output of a
binary channel r to see whether r is a valid codeword. The system does this by
checking to see whether r satisfies equation 7. The result of this calculation is an
(n — k) x 1 column vector called the syndrome:

s=Hr (3)

If s =0, then r is a valid codeword; therefore, the system assumes that no
errors have occurred and delivers r to the user. If s # 0, then r is not a valid
codeword and the error-detection system sets an alarm indicating that errors
have occurred in transmission. In an ARQ system a retransmission is requested
in response to the alarm. In an FEC system the alarm would initiate a processing
based on the syndrome that would attempt to identify which bits were in error
and then proceed to correct them.

The error-detection system fails when s = 0 but the output of the channel is
not equal to the input of the channel; that is, e is nonzero. In terms of equation 8
we have

O=s=Hr=H(b+e)=Hb+He=0+He=He ©)

where the fourth equality results from the linearity property of matrix multi-
plication and the fifth equality uses equation 7. The equality He = 0 implies that
when s = 0 the error pattern e satisfies equation 7 and hence must be a code-
word. This implies that error detection using linear codes fails when the error
vector is a codeword that transforms the input codeword b into a different
codeword r = b + e¢. Thus the set of all undetectable error vectors is the set of
all nonzero codewords, and the probability of detection failure is the probability
that the error vector equals any of the nonzero codewords.

In Figure 3.63 we show an example of the syndrome calculation using the
(7,4) Hamming code for error vectors that contain single, double, and triple
errors. We see from the example that if a single error occurred in the jth position,
then the syndrome will be equal to the jth column of the H matrix. Since all the
columns of H are nonzero, it follows that the syndrome will always be nonzero
when the error vector contains a single error. Thus all single errors are detect-
able. The second example shows that if the error vector contains an error in
location i and an error in location j, then the syndrome is equal to the sum of the
ith and jth columns of H. We note that for the Hamming (7,4) code all columns
are distinct. Thus the syndrome will be nonzero, and all error vectors with two
errors are detectable. The third example shows an error vector that contains
three errors. The syndrome for this particular error vector is zero. Thus we
find that this Hamming code can detect all single and double errors but fails
to detect some triple errors.
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0]
0
1011 0 0|1
s=He= 010 0[O0 =10 Single error detected
01 11001/[|0 1
0
0]
0]
1
10 1 000 0 1 1
s=He= 010 o|{of=(1[+]|0]|=]|1 Double error detected
01 100 1|1 1 0 1
0
10]
1]
1
1011 001 1 0 1
s=He= 010 0||0|=|1|+]|1|+]0[=0 Triple error not detected
01 1100T1(|0 0 1 1
0
10|

FIGURE 3.63 Syndrome calculation

A general class of Hamming codes can be defined with H matrices that
satisfy the properties identified in the preceding example. Note that in the
Hamming (7,4) code each of the 2° — 1 possible nonzero binary triplets appears
once and only once as a column of the H matrix. This condition enables the code
to detect all single and double errors. Let m be an integer greater than or equal to
2. We can then construct an H matrix that has as its columns the 2" — 1 possible
nonzero binary m-tuples. This H matrix corresponds to a linear code with code-
words of length n = 2" — 1 and with n — k = m check bits. The codes that have
this H matrix are called Hamming codes, and they are all capable of detecting all
error vectors that have single and double errors. In the examples, we have been
using the m = 3 Hamming code.

PERFORMANCE OF LINEAR CODES

In Figure 3.51 we showed qualitatively that we can minimize the probability of
error-detection failure by spacing codewords apart in the sense that it is unlikely
for errors to convert one codeword into another. In this section we show that the
error-detection performance of a code is determined by the distances between
codewords.
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The Hamming distance d(b;, b,) between the binary vectors b, and b, is
defined as the number of components in which they differ. Thus the Hamming
distance between two vectors increases as the number of bits in which they differ
increases. Consider the modulo 2 sum of two binary n-tuples b, + b,. The com-
ponents of this sum will equal one when the corresponding components in b, and
b, differ, and they will be zero otherwise. Clearly, this result is equal to the
number of 1s in b, + b,, so

d(by, by) = w(by +b,) (10)

where w is the weight function introduced earlier. The extent to which error
vectors with few errors are more likely than error vectors with many errors
suggests that we should design linear codes that have codewords that are far
apart in the sense of Hamming distance.

Define the minimum distance d,,;,, of a code as follows:

d,,i, = distance between two closest distinct codewords

For any given linear code, the pair of closest codewords is the most vulner-
able to transmission error, so d,,;,, can be used as a worst-case type of measure.
From equation 9 we have that if b, and b, are codewords, then b, + b, is also a
codeword. To find d,,;,, we need to find the pair of distinct codewords b, and b,
that minimize d(b,, b,). By equation 10, this is equivalent to finding the nonzero
codeword with the smallest weight. Thus

d,,in = weight of the nonzero codeword with the smallest number of 1s

From Table 3.9 in section 3.8.7, we see the Hamming (7,4) code has d,,,,, = 3.

If we start changing the bits in a codeword one at a time until another
codeword is obtained, then we will need to change at least d,,, bits before
we obtain another codeword. This situation implies that all error vectors with
d,., — 1 or fewer errors are detectable. We say that a code is #-error detecting if
dm[ﬂ =1+ 1.

Finally, let us consider the probability of error-detection failure for a general
linear code. In the case of the random error vector channel model, all 2" possible
error patterns are equally probable. A linear (n, k) code fails to detect only the
2K _ 1 error vectors that correspond to nonzero codewords. We can state then
that the probability of error-detection failure for the random error vector channel
model is (2 — 1)/2" ~ 1/2"7%. Furthermore, we can decrease the probability of
detection failure by increasing the number of parity bits n — k.

Consider now the random bit error channel model. The probability of detec-
tion failure is given by
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P[detection failure] = P[e is a nonzero codeword]

— Z ( p)n Wi (b) w(b)

nonzero codewords b
dm'dX

Z Nw(l —p)”l—wpw

w: dmm

~ N, pnin for p «'1

min

The second summation adds the probability of all nonzero codewords. The
third summation combines all codewords of the same weight, so N,, is the total
number of codewords that have weight w. The approximation results from the
fact that the summation is dominated by the leading term when p is very small.

Consider the (7,4) Hamming code as an example once again. For the random
error vector model, the probability of error-detection failure is 1/2° = 1/8. On
the other hand, for the random bit error channel the probability of error-detec-
tion failure is approximately 7p°, since d,,;, = 3 and seven codewords have this
weight. If p = 107, then the probability of error detection failure is 7 x 107!,
Compared to the single parity check code, the Hamming code yields a tremen-
dous improvement in error-detection capability.

¢ 3.8.8 Error Correction

In FEC the detection of transmission errors is followed by processing to deter-
mine the most likely error locations. Assume that an error has been detected so
s # 0. Equation 11 describes how an FEC system attempts to carry out the
correction.

s=Hr=HMb+e)=Hb+ He=0+ He= He. (11)

The receiver uses equation 11 to find the value of the syndrome to diagnose
the most likely error pattern. If H were an invertible matrix, then we could
readily find the error vector from ¢ = H™'s. Unfortunately, H is not invertible.
Equation 11 consists of n — k equations in n unknowns, e, e,, ..., e¢,. Because
we have fewer equations than unknowns, the system is underdetermined and
equation 11 has more than one solution. In fact, it can be shown that 2 binary n-
tuples satisfy equatlon 11. Thus for any given nonzero s, equation 11 allows us to
identify the 2* possible error vectors that could have produced s. The error-
correction system cannot proceed unless it has information about the probabil-
ities with which different error patterns can occur. The error-correction system
uses such information to identify the most likely error pattern from the set of
possible error patterns.

We provide a simple example to show how error correction is carried out.
Suppose we are using the Hamming (7,4) code. Assume that the received vector is
r = (0,0,1,0,0,0,1). The syndrome calculation gives s = (1,0,0)". Because the fifth
column of H is (1,0,0), one of the error vectors that gives this syndrome is
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(0,0,0,0,1,0,0). Note from equation 11 that if we add a codeword to this error
vector, we obtain another vector that gives the syndrome (1,0,0)". The k=16
possible error vectors are obtained by adding the 16 codewords to (0,0,0,0,1,0,0)
and are listed in Table 3.10. The error-correction system must now select the
error vector in this set that is most likely to have been introduced by the channel.
Almost all error-correction systems simply select the error vector with the small-
est number of 1s. Note that this error vector also corresponds to the most likely
error vector for the random bit error channel model. For this example the error
correction system selects ¢ = (0,0,0,0,1,0,0) and then outputs the codeword r +
e= (0,0,1,0,1,0,1) from which the user extracts the information bits, 0010.
Algorithms have been developed that allow the calculation of the most likely
error vector from the syndrome. Alternatively, the calculations can be carried
out once, and then a table can be set up that contains the error vector that is to
be used for correction for each possible syndrome. The error-correction system
then carries out a table lookup each time a nonzero syndrome is found.

The error-correction system is forced to select only one error vector out of
the 2% possible error vectors that could have produced the given syndrome. Thus
the error-correction system will successfully recover the transmitted codeword
only if the error vector is the most likely error vector in the set. When the error
vector is one of the other 2¢ possible error vectors, the error-correction system
will perform corrections in the wrong locations and actually introduce more
errors! In the preceding example, assuming a random bit error channel model,
the probability of the most likely error vector is p(1 — p)® ~ p for the error vector
of weight 1; the probability of the other error vectors is approximately 3p*(1 —
p)° for the three error vectors of weight 2 and for where we have neglected the
remainder of the error patterns. Thus when the error-correction system detects

Error vectors Weight
4] ey e3 ey €s €q €7 W(g)
0 0 0 0 1 0 0 1
0 0 0 1 0 1 1 3
0 0 1 0 0 0 1 2
0 0 1 1 1 1 0 4
0 1 0 0 1 1 1 4
0 1 0 1 0 0 0 2
0 1 1 0 0 1 0 3
0 1 1 1 1 0 1 5
1 0 0 0 0 1 0 2
1 0 0 1 1 0 1 4
1 0 1 0 1 1 1 S
1 0 1 1 0 0 0 3
1 1 0 0 0 0 1 3
1 1 0 1 1 1 0 5
1 1 1 0 1 0 0 4
1 1 1 1 0 1 1 6

TABLE 3.10 Error vectors corresponding to syndrome (1, 0, 0)’
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an error the system’s attempt to correct the error fails with probability

3p°(1 — p)’
6 2 5~ 3p
p(1 —p)° +3p(1 —p)

Figure 3.64 summarizes the four outcomes that can arise from the error-
correction process. We begin with the error vector that is revealed through its
syndrome. If the s =0, then the received vector r is accepted as correct and
delivered to the user. Two outcomes lead to s = 0: the first corresponds to
when no errors occur in transmission and has probability (1 —p)’ ~ 1 — 7p;
the second corresponds to when the error vector is undetectable and has prob-
ability 7p°. If s # 0, the system attempts to perform error correction. This situa-
tion occurs with probability 1 — P[s = 0] = 1 — {1 — 7p + 7p°} ~ Tp. Two further
outcomes are possible in the s # 0 case: the third outcome is when the error
vector is correctable and has conditional probability (1 — 3p); the fourth is
when the error vector is not correctable and has conditional probability 3p.
From the figure we see that the probability that the error-correction system
fails to correct an error pattern is 21p*>. To summarize, the first and third out-
comes yield correct user information. The second and fourth outcomes result in
the delivery of incorrect information to the user. Through this example we have
demonstrated the analysis required to determine the effectiveness of any error-
correction system.

The minimum distance of a code is useful in specifying its error-correcting
capability. In Figure 3.65 we consider a code with d,,, = 5, and we show two
codewords that are separated by the minimum distance. If we start by changing
the bits in b, one bit at a time until we obtain b,, we find four n-tuples between
the two codewords. We can imagine drawing a sphere of radius 2 around each
codeword. The sphere around b, will contain two of the n-tuples, and the sphere
around b, will contain the other n-tuples.

Note that because all pairs of codewords are separated by at least distance
d,i,» we can draw a sphere of radius 2 around every single codeword, and these
spheres will all be nonoverlapping. This geometrical view gives us another way of
looking at error correction. We can imagine that the error-correction system
takes the vector r and looks up which sphere it belongs to; the system then

s =Hr=H, .
TR FIGURE 3.64 Summary of error-
p correction process outcomes
5=0 s#0
1-3p 3p
No errors in Undetectable  Correctable Uncorrectable
transmission errors errors errors
(1-p)’ P} Tp(1-3p) 21p?
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b (4 by

Set of all n-tuples Set of all n-tuples
within distance ¢ within distance ¢

If d.;, = 2t + 1, nonoverlapping spheres of radius 7 can
be drawn around each codeword; ¢ = 2 in the figure

FIGURE 3.65 Partitioning of n-tuples into disjoint spheres

generates the codeword that is at the center of the sphere. Note that if the error
vector introduced by the channel has two or fewer errors, then the error-correc-
tion system will always produce the correct codeword. Conversely, if the number
of errors is more than two, the error-correction system will produce an incorrect
codeword.

The discussion of Figure 3.65 can be generalized as follows. Given a linear
code with d,,;,, > 2t + 1, it is possible to draw nonoverlapping spheres of radius 7
around all the codewords. Hence the error-correction system is guaranteed to
operate correctly whenever the number of errors is smaller than ¢. For this reason
we say that a code is -error correcting if d,,;, > 2t + 1.

The Hamming codes introduced above all have d,,;, = 3. Consequently, they
are all single-error correcting. The Hamming codes use m = n — k bits of redun-
dancy and are capable of correcting single errors. An interesting question is, If
we use n — k = 2m bits in a code of length n = 2" — 1, can we correct all double
errors? Similarly, if we use n — k = 3m, can we correct triple errors? The answer
is yes in some cases and leads to the classes of BCH and Reed-Solomon codes
[Lin 1983].

In this book we have presented only linear codes that operate on non-
overlapping blocks of information. These block codes include the classes of
Hamming codes, BCH codes, and Reed-Solomon codes that have been studied
extensively and are in wide use. These codes provide a range of choice in terms of
n, k, and d,,;, that allows a system designer to select a code for a given applica-
tion. Convolutional codes are another important class of error-correcting codes.
These codes operate on overlapping blocks of information and are also in wide
use.

Finally, we consider the problem of error correction in channels that intro-
duce bursts of errors. The codes discussed up to this point correct error vectors
that contain (d,,;, — 1)/2 or fewer errors. These codes can also be used in chan-
nels with burst errors if combined with interleaving. The user information is
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L codewords
written vertically

in array; then by | by | by | by ceo |bp3|brofbry| by
transmitted row

by row

A long error

burst produces by | by | b3 | by cee |br3|bro|bra| br

errors in two
adjacent rows

FIGURE 3.66 Interleaving

encoded using the given linear code, and the codewords are written as columns in
an array as shown in Figure 3.66. The array is transmitted over the communica-
tion channels row by row. The interleaver depth L is selected so that the errors
associated with a burst are distributed over many codewords. The error-correc-
tion system will be effective if the number of errors in each codeword is within its
error-correcting capability. For example, if the linear code can correct up to two
errors, then interleaving makes it possible to correct any burst of length less than
2L.

SUMMARY

Binary information, “bits,” are at the heart of modern communications. All
information can be represented as blocks or streams of bits. Modern commu-
nication networks are designed to carry bits and therefore can handle any type of
information.

We began this chapter with a discussion of the basic properties of common
types of information such as text, image, voice, audio, and video. We discussed
the amount of information that is required to represent them in terms of bits or
bits/second. We also discussed requirements that applications impose on the
network when they involve these types of information.

We described the difference between digital and analog communication and
explained why digital communication has prevailed. We then considered the
design of digital transmission systems. The characterization of communication
channels in terms of their response to sinusoidal signals and to pulse signals was
introduced. The notion of bandwidth of a channel was also introduced.
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We first considered baseband digital transmission systems. We showed how
the bandwidth of a channel determines the maximum rate at which pulses can be
transmitted with zero intersymbol interference. This is the Nyquist signaling rate.
We then showed the effect of SNR on the reliability of transmissions and devel-
oped the notion of channel capacity as the maximum reliable transmission rate
that can be achieved over a channel.

Next we explained how modems use sinusoidal signals to transmit binary
information over bandpass channels. The notion of a signal constellation was
introduced and used to explain the operation of telephone modem standards.

The properties of different types of transmission media were discussed next.
We first considered twisted-pair cable, coaxial cable, and optical fiber, which are
used in “wired” transmission. We then discussed radio and infrared light, which
are used in wireless transmission. Important physical layer standards were used
as examples where the various types of media are used.

Finally, we presented coding techniques that are used in error control. Basic
error-detection schemes that are used in many network standards were intro-
duced first. An optional section then discussed error-correction schemes that are
used when a return channel is not available.

CHECKLIST OF IMPORTANT TERMS

amplitude-response codeword
amplitude shift keying (ASK) compression ratio
asymmetric digital subscriber line cyclic redundancy check (CRC)

(ADSL) data compression
attenuation delay
automatic retransmission request differential encoding

(ARQ) digital information
bandwidth digital transmission
baseband transmission equalizer
ebinary linear code error control
bipolar encoding forward error correction (FEC)
bit error rate frequency shift keying (FSK)
bit rate generator polynomial
block-oriented information oHamming code
burst error oHamming distance
cable modem impulse response
channel information polynomial
channel capacity in-phase component
check bit einterleaving
echeck matrix jitter
checksum line coding
coaxial cable loading coils
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loss

lossless data compression

lossy data compression
Manchester encoding

eminimum distance

modem

multilevel transmission
multimode fiber
nonreturn-to-zero (NRZ) encoding
NRZ inverted

Nyquist signaling rate

optical fiber

path loss exponent

phase shift

phase shift keying (PSK)

physical transmission medium
polynomial code

pulse code modulation (PCM)
quadrature amplitude modulation

(QAM)
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quadrature-phase component

random bit error channel model

random error vector model

redundancy

signal constellation

signal-to-noise ratio (SNR)

single parity check code

single-mode fiber

esyndrome

syndrome polynomial

et-error detecting

transmission error

transmission medium

trellis modulation

twisted pair

unshielded twisted pair (UTP)

wavelength

wavelength division multiplexing
(WDM)
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PROBLEMS

10.

. Suppose the size of an uncompressed text file is 1 megabyte.

a. How long does it take to download the file over a 32 kilobit/second modem?

b. How long does it take to download the file over a 1 megabit/second modem?

c. Suppose data compression is applied to the text file. How much do the transmission
times in parts (a) and (b) change?

. A scanner has a resolution of 600 x 600 pixels/square inch. How many bits are produced

by an 8-inch-x-10-inch image if scanning uses 8 bits/pixel? 24 bits/pixel?

. Suppose a computer monitor has a screen resolution of 1200 x 800 pixels. How many bits

are required if each pixel uses 256 colors? 65,536 colors?

. Explain the difference between facsimile, GIF, and JPEG coding. Give an example of an

image that is appropriate to each of these three methods.

. A digital transmission system has a bit rate of 45 Megabits/second. How many PCM voice

calls can be carried by the system?

. Suppose a storage device has a capacity of 1 gigabyte. How many l-minute songs can the

device hold using conventional CD format? using MP3 coding?

. How many high-quality audio channels can be transmitted using an HDTV channel?

. How many HDTV channels can be transmitted simultaneously over the optical fiber

transmission systems in Table 3.3?

. Comment on the properties of the sequence of frame images and the associated bit rates in

the following examples:

a. A children’s cartoon program.

b. A music video.

c. A tennis game; a basketball game.

d. A documentary on famous paintings.

Suppose that at a given time of the day, in a city with a population of 1 million, 1% of the

people are on the phone.

a. What is the total bit rate generated by all these people if each voice call is encoded using
PCM?

b. What is the total bit rate if all of the telephones are replaced by H.261 videoconferenc-
ing terminals?
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16.

17.

18.

19.

Problems 181

Consider an analog repeater system in which the signal has power o> and each stage adds
noise with power o>. For simplicity assume that each repeater recovers the original signal
without distortion but that the noise accumulates. Find the SNR after n repeater links.
Write the expression in decibels: SNR dB = 10 log;oSNR.

Suppose that a link between two telephone offices has 50 repeaters. Suppose that the
probability that a repeater fails during a year is 0.01 and that repeaters fail independently
of each other.

a. What is the probability that the link does not fail at all during one year?

b. Repeat (a) with 10 repeaters; with 1 repeater.

Suppose that a signal has twice the power as a noise signal that is added to it. Find the
SNR in decibels. Repeat if the signal has 10 times the noise power? 2" times the noise
power? 10° times the noise power?

A square periodic signal is represented as the following sum of sinusoids:

k
140) :% Zio 2(k :_) ] cos(2k + 1)t
a. Suppose that the signal is applied to an ideal low-pass filter with bandwidth 15 Hz. Plot
the output from the low-pass filter and compare to the original signal. Repeat for 5 Hz;
for 3 Hz. What happens as W increases?
b. Suppose that the signal is applied to a bandpass filter that passes frequencies from 5 to
9 Hz. Plot the output from the filter and compare to the original signal.

Suppose that the 8 kbps periodic signal in Figure 3.15 is transmitted over a system that has
an attenuation function equal to one for all frequencies and a phase function that is equal
to —90° for all frequencies. Plot the signal that comes out of this system. Does it differ in
shape from the input signal?

A 10 kHz baseband channel is used by a digital transmission system. Ideal pulses are sent
at the Nyquist rate, and the pulses can take 16 levels. What is the bit rate of the system?

Suppose a baseband transmission system is constrained to a maximum signal level of +1
volt and that the additive noise that appears in the receiver is uniformly distributed
between [—1/16, 1/16]. How many levels of pulses can this transmission system use before
the noise starts introducing errors?

What is the maximum reliable bit rate possible over a telephone channel with the follow-
ing parameters:

a. W=24%kHz SNR = 20 dB

b. W =24kHz SNR = 40 dB

c. W=3.0kHz SNR = 20 dB

d. W=3.0kHz SNR = 40 dB

Suppose we wish to transmit at a rate of 64 kbps over a 3 kHz telephone channel. What is
the minimum SNR required to accomplish this?
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20.

21.

22.

23.

24.

25.
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Suppose that a low-pass communications system has a | MHz bandwidth. What bit rate is
attainable using 8-level pulses? What is the Shannon capacity of this channel if the SNR is
20 dB? 40 dB?

Most digital transmission systems are “‘self-clocking” in that they derive the bit synchro-

nization from the signal itself. To do this, the systems use the transitions between positive

and negative voltage levels. These transitions help define the boundaries of the bit inter-
vals.

a. The nonreturn-to-zero (NRZ) signaling method transmits a 0 with a +1 voltage of
duration 7, and a 1 with a —1 voltage of duration 7. Plot the signal for the sequence n
consecutive 1s followed by n consecutive 0s. Explain why this code has a synchroniza-
tion problem.

b. In differential coding the sequence of Os and 1s induces changes in the polarity of the
signal; a binary 0 results in no change in polarity, and a binary 1 results in a change in
polarity. Repeat part (a). Does this scheme have a synchronization problem?

c. The Manchester signaling method transmits a 0 as a +1 voltage for 7/2 seconds
followed by a —1 for T'/2 seconds; a 1 is transmitted as a —1 voltage for 7'/2 seconds
followed by a +1 for 7'/2 seconds. Repeat part (a) and explain how the synchroniza-
tion problem has been addressed. What is the cost in bandwidth in going from NRZ to
Manchester coding?

Consider a baseband transmission channel with a bandwidth of 10 MHz. Which bit rates
can be supported by the bipolar line code and by the Manchester line code?

The impulse response in a T-1 copper-wire transmission system has the idealized form
where the initial pulse is of amplitude 1 and duration 1 and the afterpulse is of amplitude
—0.1 and of duration 10.

a. Let 8(r) be the narrow input pulse in Figure 3.18a. Suppose we use the following
signaling method: Every second, the transmitter accepts an information bit; if the
information bit is 0, then —§(¢) is transmitted, and if the information bit is 1, then
8(1) is transmitted. Plot the output of the channel for the sequence 1111000. Explain
why the system is said to have “dc” or baseline wander.

b. The T-1 transmission system uses bipolar signaling in the following fashion: If the
information bit is a 0, then the input to the system is 0%8(¢); if the information bit is
a 1, then the input is 8(¢) for an even occurrence of a 1 and —4§(¢) for an odd occurrence
of a 1. Plot the output of the channel for the sequence 1111000. Explain how this
signaling solves the ““dc” or baseline wander problem.

The raised cosine transfer function, shown in Figure 3.21, has a corresponding impulse
response given by

) = sin(rtt/ T) cos(mwat/T)
PO="20T 1= Qatjry

a. Plot the response of the information sequence 1010 for « :% o=

1
5 3
b. Compare this plot to the response, using the pulse in Figure 3.17.

Suppose a CATYV system uses coaxial cable to carry 100 channels, each of 6 MHz band-
width. Suppose that QAM modulation is used.
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a. What is the bit rate/channel if a four-point constellation is used? eight-point constella-
tion?

b. Suppose a digital TV signal requires 4 Mbps. How many digital TV signals can each
channel handle for the two cases in part (a)?

Explain how ASK was used in radio telegraphy. Compare the use of ASK to transmit
Morse code with the use of ASK to transmit text using binary information.

Suppose that a modem can transmit eight distinct tones at distinct frequencies. Every T
seconds the modem transmits an arbitrary combination of tones (that is, some are present,
and some are not present).

a. What bit rate can be transmitted using this modem?

b. Is there a relationship between 7' and the frequency of the signals?

A phase modulation system transmits the modulated signal A cos(27rf.t + ¢) where the
phase ¢ is determined by the two information bits that are accepted every T-second
interval:

for 00 ¢ = 0; for 01 ¢ = 7/2; for 10 ¢ = m; for 11 ¢ = 37/2.
a. Plot the signal constellation for this modulation scheme.
b. Explain how an eight-point phase modulation scheme would operate.

Suppose that the receiver in a QAM system is not perfectly synchronized to the carrier of
the received signal; that is, the receiver multiplies the received signal by 2 cos(2nf,t + ¢)
and by 2sin(2rw/f.t + ¢) where ¢ is a small phase error. What is the output of the de-
modulator?

In differential phase modulation the binary information determines the change in the
phase of the carrier signal cos(2nf.f). For example, if the information bits are 00, the
phase change is 0; if 01, it is 7/2; for 10, it is 7r; and for 11, it is 37/2.

a. Plot the modulated waveform that results from the binary sequence 01100011.
Compare it to the waveform that would be produced by ordinary phase modulation
as described in problem 28.

b. Explain how differential phase modulation can be demodulated.

A new broadcast service is to transmit digital music using the FM radio band. Stereo
audio signals are to be transmitted using a digital modem over the FM band. The speci-
fications for the system are the following: Each audio signal is sampled at a rate of 40
kilosamples/second and quantized using 16 bits; the FM band provides a transmission
bandwidth of 200 kiloHertz.

a. What is the total bit rate produced by each stereo audio signal?

b. How many points are required in the signal constellation of the digital modem to

accommodate the stereo audio signal?

A twisted-wire pair has an attenuation of 0.7 dB/kilometer at 1 kHz.

a. How long can a link be if an attenuation of 20 dB can be tolerated?

b. A twisted pair with loading coils has an attenuation of 0.2 dB/kilometer at 1 kHz. How
long can the link be if an attenuation of 20 dB can be tolerated?
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34.

35.
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Use Figure 3.37 and Figure 3.40 to explain why the bandwidth of twisted-wire pairs and
coaxial cable decreases with distance.

Calculate the bandwidth of the range of light covering the range from 1200 nm to
1400 nm. Repeat for 1400 nm to 1600 nm. Keep in mind that the speed of light in fiber
is approximately 2 x 10% m/sec.

Compare the attenuation in a 100 km link for optical fibers operating at 850 nm, 1300 nm,
and 1550 nm.

A satellite is stationed approximately 36,000 km above the equator. What is the attenua-
tion due to distance for the microwave radio signal?

Suppose a transmission channel operates at 3 Mbps and has a bit error rate of 1073, Bit
errors occur at random and independent of each other. Suppose that the following code is
used. To transmit a 1, the codeword 111 is sent; to transmit a 0, the codeword 000 is sent.
The receiver takes the three received bits and decides which bit was sent by taking the
majority vote of the three bits. Find the probability that the receiver makes a decoding
error.

An early code used in radio transmission involved codewords that consist of binary bits

and contain the same number of 1s. Thus the two-out-of-five code only transmits blocks of

five bits in which two bits are 1 and the others 0.

a. List the valid codewords.

b. Suppose that the code is used to transmit blocks of binary bits. How many bits can be
transmitted per codeword?

c. What pattern does the receiver check to detect errors?

d. What is the minimum number of bit errors that cause a detection failure?

Find the probability of error-detection failure for the code in problem 38 for the following
channels:

a. The random error vector channel.

b. The random bit error channel.

Suppose that two check bits are added to a group of 2n information bits. The first check

bit is the parity check of the first n bits, and the second check bit is the parity check of the

second # bits.

a. Characterize the error patterns that can be detected by this code.

b. Find the error-detection failure probability in terms of the error-detection probability
of the single parity check code.

c. Does it help to add a third parity check bit that is the sum of all the information bits?

Let g(x) = x> 4 x + 1. Consider the information sequence 1001.

a. Find the codeword corresponding to the preceding information sequence.

b. Suppose that the codeword has a transmission error in the first bit. What does the
receiver obtain when it does its error checking?

ATM uses an eight-bit CRC on the information contained in the header. The header has
six fields:
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First 4 bits: GFC field
Next 8 bits: VPI field
Next 16 bits: VCI field
Next 3 bits: Type field
Next 1 bit: CLP field
Next 8 bits: CRC

a. The CRC is calculated using the following generator polynomial: x* + x> + x + 1. Find
the CRC bits if the GFC, VPI, Type, and CLP fields are all zero and the VCI field is
00000000 00001111. Assume the GFC bits correspond to the highest-order bits in the
polynomial.

b. Can this code detect single errors? Explain why.

c. Draw the shift register division circuit for this generator polynomial.

Suppose a header consists of four 16-bit words: (11111111 11111111, 11111111 00000000,
11110000 11110000, 11000000 11000000). Find the Internet checksum for this code.

Let g;(x) = x + 1 and let g>(x) = x* + x> + 1. Consider the information bits (1,1,0,1,1,0).

a. Find the codeword corresponding to these information bits if g(x) is used as the
generating polynomial.

b. Find the codeword corresponding to these information bits if g,(x) is used as the
generating polynomial.

c. Can g,(x) detect single errors? double errors? triple errors? If not, give an example of an
error pattern that cannot be detected.

d. Find the codeword corresponding to these information bits if g(x) = g;(x)g,(x) is used
as the generating polynomial. Comment on the error-detecting capabilities of g(x).

Take any binary polynomial of degree 7 that has an even number of nonzero coefficients.
Show by longhand division that the polynomial is divisible by x + 1.

A repetition code is an (1, 1) code in which the n — 1 parity bits are repetitions of the
information bit. Is the repetition code a linear code? What is the minimum distance of the
code?

A transmitter takes K groups of k£ information bits and appends a single parity bit to each
group. The transmitter then appends a block parity check word in which the jth bit in the
check word is the modulo 2 sum of the jth components in the K codewords.

a. Explain why this code is a (K + 1)(k + 1), Kk) linear code.

b. Write the codeword as a (k + 1) row by (K + 1) column array in which the first K
columns are the codewords and the last column is the block parity check. Use this
array to show how the code can detect all single, double, and triple errors. Give an
example of a quadruple error that cannot be detected.

c. Find the minimum distance of the code. Can it correct all single errors? If so, show how
the decoding can be done.

d. Find the probability of error-detection failure for the random bit error channel.

Consider the m = 4 Hamming code.

a. What is n, and what is k for this code?

b. Find the parity check matrix for this code.

c. Give the set of linear equations for computing the check bits in terms of the informa-
tion bits.
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d. Write a program to find the set of all codewords. Do you notice anything peculiar
about the weights of the codewords?

49. Show that an easy way to find the minimum distance is to find the minimum number of
columns of H whose sum gives the zero vector.

50. Suppose we take the (7,4) Hamming code and obtain an (8,4) code by adding an overall

parity check bit.

a. Find the H matrix for this code.

b. What is the minimum distance?

c. Does the extra check bit increase the error-correction capability? the error-detection

capability?

51. A (7,3) linear code has check bits given by

b4:b1+b2
b3:b| +b3
b6: b2+b3

b7 - b] + b2 + b3
a. Find the H matrix.
b. Find the minimum distance.
c. Find the set of all codewords. Do you notice anything peculiar about the set of code-

words.

52. An error-detecting code takes k information bits and generates a codeword with 2k + 1
encoded bits as follows:
The first k bits consist of the information bits.
The next k bits repeat the information bits.
The next bit is the XOR of the first k bits.
a. Find the check matrix for this code.
. What is the minimum distance of this code?
c. Suppose the code is used on a channel that introduces independent random bit errors
with probability 1073, Estimate the probability that the code fails to detect an erro-
neous transmission.

on

53. A (6,3) linear code has check bits given by

b4:b|+b2
b5:b| +b3
b6: b2+b3

a. Find the check matrix for this code.
b. What is the minimum distance of this code?
c. Find the set of all codewords.

54. (Appendix 3A). Consider an asynchronous transmission system that transfers a sequence
of N bits between a start bit and a stop bit. What is the maximum value of N if the receiver
clock frequency is within 1 percent of the transmitter clock frequency?
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APPENDIX 3A

Asynchronous Data Transmission

The Recommended Standard (RS) 232, better known as the serial line interface,
provides connections between the computer and devices such as modems and
printers. RS-232 is an Electronic Industries Association (EIA) standard that
specifies the interface between data terminal equipment (DTE) and data com-
munications equipment (DCE) for the purpose of transferring serial data.
Typically, DTE represents a computer or a terminal, and DCE represents a
modem. CCITT recommended a similar standard called V.24.

RS-232 specifies the connectors, various electrical signals, and transmission
procedures. The connectors have 9 or 25 pins, referred to as DB-9 or DB-25,
respectively. The D-type connector contains two rows of pins. From the front
view of a DB-25 connector, the pins at the top row are numbered from 1 to 13,
and the pins at the bottom row are numbered from 14 to 25. Figure 3.67a shows
a typical 25-pin connector.

The electrical specification defines the signals associated with connector pins.
A voltage between +3 to +25 volts is interpreted to be a binary 0, and —3 to
—25 volts a binary 1. Figure 3.67b shows the functional description of commonly
used signals. DTR is used by the DTE to tell the DCE that the DTE is on. DSR
is used by the DCE to tell the DTE that the DCE is also on. When the DCE
detects a carrier indicating that the channel is good, the DCE asserts the CD pin.
If there is an incoming call, the DCE notifies the DTE via the RI signal. The
DTE asserts the RTS pin if the DTE wants to send data. The DCE asserts the
CTS pin if the DCE is ready to receive data. Finally, data is transmitted in full-
duplex mode, from DTE to DCE on the TXD line and from DCE to DTE on the
RXD line.

In RS-232, data is transmitted asynchronously on the serial line in the sense
that the receiver clock is not synchronized to the transmitter clock. For the
receiver to sample the data bits correctly, the transmitter precedes the transmis-
sion of data with a start bit. When the receiver detects the leading edge of the
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FIGURE 3.67 Commonly used pins in DB-25 connector

start bit, the receiver begins sampling the data bits after 1.5 periods of the
receiver clock; thus sampling occurs near the middle of the subsequent data
bits. Because the receiver clock is not synchronized to the transmitter clock,
clock drift will eventually cause the receiver to sample the data bits incorrectly.
This problem can be prevented by transmitting only a short sequence of data
bits. Typically the sequence of bits consists of one character of seven or eight
bits. A parity bit can be optionally added to enable the receiver to check the
integrity of the data bits. Finally, a stop bit indicates the end of the bit sequence.
Figure 3.68 illustrates the asynchronous transmission process.

Note that the receiver clock frequency should be approximately the same as
the transmitter clock frequency in order to sample the data bits correctly.

Data bits

Line idle 3
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bit | bit
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Receiver samples the bits

FIGURE 3.68 Framing and synchronization in asynchronous transmission
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Suppose that the transmitter pulse duration is X and the receiver pulse duration
is T. If the receiver clock is slower than the transmitter clock and the last sample
must occur before the end of the stop bit, then we must have 9.5T < 10X. If the
receiver clock is faster than the transmitter clock and the last sample must occur
after the beginning of the stop bit, then we must have 9.5T > 9X. These two
inequalities can be satisfied if |(T — X)/X| < 5.3%. In other words, the receiver
clock frequency must be within 5.3 percent of the transmitter clock frequency.
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APPENDIX 3B

Fourier Series

Let x(¢) represent a periodic signal with period 7. The Fourier series resolves this
signal into an infinite sum of sine and cosine terms

x(t)_ao+22[ancos(2j; )+b (2”—77’)] (A1)

where the coefficients @, and b, represent the amplitude of the cosine and sine
terms, respectively. The quantity n/T represents the nth harmonic of the funda-
mental frequency f, = 1/T.

The coefficient a, is given by the time average of the signal over one period

T/2
- / x(t)dt (A.2)

T/2

which is simply the time average of x(#) over one period.

The coefficient a,, is obtained by multiplying both sides of equation (A.1) by
the cosine function cos(2znt/T) and integrating over the interval —7'/2 to T/2.
Using equation (A.1) and (A.2) we obtain

T2
_—/ x(l)cos( m)dz, n=1,2, ... (A.3)

T/2

The coefficient b, of the sinusoid components is obtained in a similar
manner:

T2
b, = l/ (1) sin<2’;”)dz, n=12,... (A.4)

)
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The following trigonometric identity
. o B
Acosp + Bsinp = \/A2+Bzcos<u—tan 12) (A.5)

allows us to rewrite equation (A.1) as follows:

- 2mnt b > 27nt
x() = ay+ 22 a+ b2 cos(% —tan”! a—”) =ay+ 22 lc, | cos(%—k 9n>
n=1 n=1

(A.6)

A periodic function x(¢) is said to have a discrete spectrum with components
at the frequencies, 0, fy, 2f;, ... The magnitude of the discrete spectrum at the
frequency component nf, is given by

leal =\ a + b3 (A7)

and the phase of the discrete spectrum at nfy is given by

b
6, = —tan ' =~ (A.8)

an
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CHAPTER 4

Transmission Systems and the Telephone
Network

In the preceding chapter we presented the basic techniques that are used in digital
communication systems to transfer information from one point to another. We
discussed how these techniques are used with various types of transmission
media. In this chapter we consider how these individual communication systems
are organized into the digital transmission systems that form the backbone of
modern computer and telephone networks. We examine different approaches to
multiplexing information flows, and we present the digital multiplexing hierarchy
that defines the structure of modern transmission systems. In terms of the OSI
reference model, these systems provide the physical layer that transfers bits.

The digital multiplexing hierarchy has developed around the telephone net-
work, so it is natural to include the discussion of the telephone network in this
chapter. We elaborate on how the telephone network provides the various net-
work functions that were introduced in Chapter 1. We also provide an introduc-
tion to signaling in the telephone network, and we explain the basic principles of
cellular telephone networks.

The chapter is organized into the following sections:

1. Multiplexing. We explain multiplexing techniques that are used for sharing
transmission resources, in particular frequency-division multiplexing and
time-division multiplexing. We introduce the digital multiplexing hierarchy.

2. SONET. We explain the SONET standard for optical transmission, and we
discuss the application of SONET systems to provide flexible network con-
figuration and fault tolerance.

3. Wavelength-division multiplexing. We discuss wavelength-division multiplex-
ing (WDM), which can increase the transmission capacity of an optical fiber
by a factor of 100 or more. We also discuss the impact of WDM on network
design.
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4. Circuit switches. We consider the design of circuit switches that can be used to
set up end-to-end physical connections across a network.

5. The telephone network. We discuss the operation of the telephone network,
and we examine how transmission and switching facilities are organized to
provide end-to-end physical connections.

6. Signaling. We introduce the signaling system in the telephone network and
explain the signaling system’s layered architecture. We also explain how the
signaling system is used to provide enhanced services.

7. Traffic and overload controls. We consider the management of traffic flows in
the network and the various techniques for routing circuits in a network. We
then discuss the overload control mechanisms that are required when various
problem conditions arise in telephone networks.

8. Cellular communications. We explain the frequency-reuse concept that under-
lies cellular communications. We explain the operation of cellular telephone
networks, and we give an overview of the various standards.

9. Satellite cellular networks. We show how the cellular concept is applied in
constellation of satellites that are configured to provide global communica-
tions services.

4.1 MULTIPLEXING

Multiplexing involves the sharing of expensive network resources by several
connections or information flows. The network resource that is of primary inter-
est to us in this section is bandwidth, which is measured in Hertz for analog
transmission systems and bits/second for digital transmission systems. In this
section we consider multiplexing techniques that are used to share a set of
transmission lines among a community of users. These techniques are primarily
used in telephone networks and in broadcasting services.

In Figure 4.1a we show an example where three pairs of users communicate
by using three separate sets of wires.' This arrangement, which completely ded-
icates network resources, that is, wires, to each pair of users, was typical in the
very early days of telephony. However, this approach quickly becomes unwieldy
and inefficient as the number of users increases. A better approach is to dyna-
mically share a set of resources, that is, a set of transmission lines, among a
community of users. In Figure 4.1b we show how a multiplexer allows this
sharing to take place. When a customer on one end wishes to communicate
with a customer at the other end, the multiplexer assigns a communication
line for the duration of the call. When the call is completed, the transmission
line is returned to the pool that is available to meet new connection requests.

'A telephone connection requires two sets of wires for communication in each direction. To keep the
discussion simple, we deal with communication in one direction only.
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FIGURE 4.1 Multiplexing

Note that signaling between the two multiplexers is required to set up and
terminate each call.

The transmission lines connecting the two multiplexers are called trunks.
Initially each trunk consisted of a single transmission line; that is, the informa-
tion signal for one connection was carried in a single transmission line. However,
advances in transmission technology made it possible for a single transmission
line of large bandwidth to carry multiple connections. From the point of view of
setting up connections, such a line can be viewed as being equivalent to a number
of trunks. In the remainder of this section, we discuss several approaches to
combining the information from multiple connections into a single line.

4.1.1 Frequency-Division Multiplexing

Suppose that th