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Course Info

> Instructor

Dr. Alireza Abdollahpouri
Email: abdollahpouri@gmail.com
Office: Room 219

» Course Web Page
http://eng.uok.ac.ir/abdollahpouri/DL.html

» Grading Policy

Projects 25%
Presentation 15%
Final exam 55%
Class participation 5%
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Course Info

> References

» Understanding deep learning : https://udlbook.github.io/udlbook/
» Deep Learning, lan Goodfellow, Yoshua Bengio, and Aaron Courville



https://udlbook.github.io/udlbook/

Some Ground Rules

+ Let's make this educational and enjoyable.

< It's a big size class, | enjoy questions and ideas
from the class.

+ Ask questions and raise points.

< Listen to other people’s questions.
<+ Be here.

<+ Be here on time.
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ﬁrtificial intelligence \

Supervised Unsupervised Reinforcement
learning learning learning

Deep learning




DL C NN Cc ML C Al

Artificial Intelligence (Al)

* Al refers to a set of technique that enable computers
to mimic human behavior.

Machine Learning (ML)

* ML is a subfield of Al , which enables machines to
learn and make prediction based on data.
Neural Networks (NN)

* NN are a subfield of ML that use artificial neural
networks to extract patterns from data, inspired by Deep Learning
the human brain.

Deep Learning (DL)

* DL is a subfield of NN that utilizes multi-layered
neural networks to achieve high performance on
complex tasks.

Artificial Intelligence

Machine Learning

Neural Networks
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M.L vs. Traditional programming

Traditional Programming: Developers write rules (program)
that produce an output.

Data >
Program | Computation > Output

Machine Learning: Developers write a training algorithm,
that finds rules, which produce the desire output.

New Data

Program
(aka Model)

Output




Machine Learning

Machine learning is a subfield of artificial intelligence that

studies methods that learn from data and make predictions
about unseen data.

Update model
parameters -e—————Compute loss
to reduce loss

i

Training data Machine learning model
(features  ——» (learnable parametersor |, Predictions
+ labels) weights)




ML Methods

SUPERVISED UNSUPERVISED REINFORCEMENT
LEARNING LEARNING LEARNING

(T)
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SuEervised Learning

Example 1

Example 2

Example 3

Example 4

Example 5

Example 6

Train Data
pattern label
cat
. a-'a’; not cat
./ t
ca
%)
ﬁ not cat
& not cat
cat

Define a mapping from input to output
Learn this mapping from paired input/output
data examples

ML Algorithm Model Prediction

$‘ —ig —» cass Cat
f
p

Test Data
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Supervised Learning-Regression

Real world input Model Model Model Real world output
Input output

6000 square feet, (60007
4 bedrooms, 4 Dredicted o

previously sold for > | 235 —» — [310}—> redic §40|T(rlce
$235K in 2005, 2005 is $
1 parking spot. 1] Supervised learning

model
 Univariate regression problem (one output, real value) Regression

* In regression problem, we try to infer a function that
maps continuous inputs to continuous output

¢/ University of Kurdistan
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Supervised Learning- Classification

Real world input Model Model Model Real world output
input output
[8672]
. 8194
“The steak was terrible, 9804
the salad was rotten, and  — [g434 —>l }—» :
the soup tasted like socks” R672 V.98 Negative
, Supervised learning Positive
model )
|« Negative ____
» Binary classification problem (two discrete classes) ,{j?
SECEL
A - 'u-,'-'i‘-“&:"
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Supervised Learning- Classification

Model Model Model
input output

Real world input

Real world output

[ 125 ]
12054
1253
6178

24

4447 Supervised learning
: model

Electronica

« Multiclass classification problem (discrete classes, >2 possible
values)

13
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Supervised Learning- Classification

 Binary Classification
« Multi-class Classification
« Multi-label Classification

Binary Classification

Multiclass Classification

Plant
0.4

Multilabel Classification

v

Dog Cat Bus Plant
0.8 0.2 0.04 0.7
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Unsupervised Learning

Un-labeled Data (_2

— ,/ T .
Jah 7

g

o 0 PN
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Unsupervised Learning

DeepCluster: Deep Clustering for Unsupervised Learning of Visual
Features (Caron et al., 2018)
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Reinforcement learning

pool of possible fulfill an action
actions

It is a branch of machine
learning that teaches machines
how to make decisions in a
dynamic environment to
maximize their reward. This
learning method, inspired by
behavioral psychology,
operates on a simple principle:
If an action leads to a desired
outcome (reward), the

likelihood of repeating that
action in the future increases.
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Deep Learning vs. Machine Learning

Machine Learning

Gl — |Gy — $75 78—

Input Feature extraction Classification Output

Deep Learning

& — stz —

Input Feature extraction + Classification Output
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Feature Extraction In ML

(a) Detected facial keypoints (b) Facial organ keypoints

« Itistime-consuming
 Requires advanced technical skill
-, * Doing it manually can lead to errors and bias
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Deep Learning

Patterns of Local [&5K
Contrast >

»’1'»‘,:.“ g
88
A
RRREL

X

b
D
o
b
%

S
o]
AN
X

FA
o

7
X

Output Layer

Za\\
o
o

X

Hidden Layer 2

Hidden Layer 1
Input Layer

Deep learning is the process of extracting hierarchical
<z, Fepresentations from an input.
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What Factors Enable Deep Learning now?

N\ Neural Networks date back decades, so why the resurgence!?
1952 Stochastic Gradient
Descent
o5 || Perceptron |. Big Data 2. Hardware 3. Software
i * Larger Datasets ¢ Graphics * Improved
: * Easier Collection Processing Units Techniques
* & Storage (GPUs) * New Models
1986 Backpropagation * Masswgly * Toolboxes
* Multi-Layer Perceptron Parallelizable
, IMJLGE A
1995 Deep Convolutional NN
* Digit Recognition - A 9 ,. _— N N
. ey, Wheery? Tensor
v

21
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Capabilities of Human brain

Face recognition
Learning

Decision making
Calculation
Information storage

22




Capabilities of Human brain




Capabilities of Human brain

The mouse on the desk

The mouse on the desk
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Capabilities of Human brain

The mouse on the desk is broken

25



How does the brain work?

» When we recognize a face or we grasp an object we do not solve
equations.

» The brain works using an associative process.




Hitting a tennis ball

Learning phase

¢ In a learing phase, we try several actions and
store the good ones:

— If the ball 1s seen in the upper-left area of the
visual field, then make a back step; ——~——

@] A
— If the ball ... | QOO{U)J

Operating Phase

¢ Once tramned, the brain executes the actions
without thinking, based on the Ilearned
associations.

T

C O

e O\-——\ S

A similar mechanism 1s used when
we play an instrument or drive
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Quotation

“If the human brain were simple enough for us
to understand, we would still be so stupid that
we couldn't understand it

28




Biological Inspiration

Idea : To make the computer more robust, intelligent, and

learn, ...
Let’s model our computer software (and/or hardware)

after the brain

« about 86 billion neurons in the human cortex
each connected to , on average, 10000 others.
 In total 80-1000 trillion synapses of connections.

« The brain is a highly complex, nonlinear and
parallel computer (information-processing system)

¢7University of Kurdistan
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Human nervous structure

I
A Reflex Arc

#3 The sensory neuron car- = Y An interneuron
rics the information in the ey . in the spinal cord

form of & nerve impulse 1o A\\ PN R 31 passes the impulse
the spinal cord. - - T : - A te 4 motor neuropn.

'u
.....
.
.
.
.

\",. A
.El ; u}:lm(:y R a7\ A £X The motor neuron
in the hand detects a / SR carees a nerve impulse
hot object. -...... HPTeS 2 ' to a muscle,

.
-
......
iy,
.
o

£ The muscle contracts,
and the hand pulls away
from the hot object,

Response

30
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Human brain

(a) Lateral view Precentral
gyrus

Frontal
lobe

Olfactory
bulb

Sylvian

fissure
g

Temporal
lobe

Biological Psychology 6e, Figure 2.12 (Part 1)

Central
sulcus

Cerebellum

Postcentral

Parietal
lobe

Occipital
lobe

© 2010 Sinauer Associates, Inc.
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Growth of Neural Density in a Human Brain

Y U
T

- .

Newborn 1 Month 9 Months 2 Years Adult
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Biological Neuron

Cell structures

Cell body SA
Dendrites
AXon

Synaptic terminals < .

33



Inter-Neural Communication

Communication is Electrochemical:

Electrical (via ions) along axons

Chemical (via molecules) across
synapse

......

.....

> . A
NN A

httb:/en.Wikipedia.brg/wiki/Neurons
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Inter-Neural Communication

The arrival of a nerve Sfﬁ?ofll?,'lﬂ?'mm,m e O —
. . the target cell to let - pa:tlgre
impulse stimulates the Gaiswiie BN };}

release of neurotransmitters
from vesicles. They pass
across the synapse and open
channels in the target cell.
Charged particles can then :\f\
enter and trigger a second e

Synaptic /

|mpU|Se vesicle

o o
oe® cell
=

° ] -
e O G
Sy )
. ™~ Second
impuise
Py
e o ;’

_ Closed
S channel

f 7 f
Neurotransmitter/ /f

http://www.daviddarling.info/encyclopedia/N/neurotransmitter.html
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Action potential

A neuron receives input from other neurons (typically many
thousands). Inputs sum (approximately). Once input exceeds a
critical level, the neuron discharges a spike - an electrical
pulse that travels from the body, down the axon, to the next
neuron(s) (or other receptors)

More Sespen Channels NEURON AXON MEMBRANE AND ION CHANNELS

Sodium Channels
Close ] ©
Sodium Channels Potassium Channels Extracellular space @® @
Open \ / Open | & I ®
Potassium Channels (N}
- ———  Close u @ ®
+30 m¥- - v ‘ -
0 mV - () (1] LT JHU‘ ]

\/\] |\ \] ‘ [/} I\ [\]

-70 m¥ 1 tracellular spa QG Q
ntracellular space @ G

° o o © ® @
Time [ms] < G o
1 ms i

o0
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Models of A Neuron

Dendrites

Terminal Branches
of Axon

37



Models of A Neuron

Three elements:

1. A set of synapses, or connection link: each of
which is characterized by a weight or strength of its own
. Specifically, a signal x at the Input synapse 7
connected to neuron 'k’ is multiplied by the synaptic w;

2. An adder: For summing the input signals, weighted by
respective synaptic strengths of the neuron in a linear
operation.

3. Activation function: For limiting of the amplitude of
the output of the neuron to limited range. The activation
function Is referred to as a Squashing (i.e. limiting)
function {interval [0,1], or, alternatively [-1,1]}

38
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The Neuron

Bias

e
®
<

3. Activation
Local function

Y leld
‘ \ Flev B Output
s e D

v

A 4

2. Summing
function
\XmO "W,
1. Synaptic
weights
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Bias of a Neuron

» Bias b has the effect of applying an affine
transformation to v

Vv=Uu-+Db
> Visthe induced field of the neuron

Va

/ // u'= g_Wij

40



The Neuron

|
» The neuron is the basic information processing unit

of a NN. It consists of:

1 A set of synapses or connecting links, each link
characterized by a weight:

w, W, ..., W,
2 An adder function (linear combiner) which
computes the weighted sum of m
the inputs: U= _Z:1Wij
J:

3 Activation function (squashing function) ¢? for
limiting the amplitude of the

output of the neuron. Y =@(Uu-+Db)

41
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Activation Functions

(a) Step

(b) Sigmoid

0.5

U_!

(c) Tanh

-5 0 5

(f) Leaky ReLU

(d) Linear
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Logic Gates Implementation

Weighted

Sum

AND

Out

= O O O
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Network architectures

» Two different classes of network architectures
> Feed-forward
> Recurrent

The architecture of a neural network is linked with the
learning algorithm used to train

‘
‘
‘

(a) Recurrent Neural Network (b) Feed-Forward Neural Network

44



Single Layer Feed-forward

Input layer Output layer
of of
source nodes neurons

- Input layer of source nodes that projects directly onto an output layer of
neurons.

- “Single-layer” referring to the output layer of computation nodes (neuron).

45




Multi layer feed-forward

3-4-2 Network

Output
layer

Input
layer

Hidden Layer

It contains one or more hidden layers (hidden neurons).
The function of hidden neuron is to intervene between input and output.
By adding one or more hidden layers, the network is able to extract higher-order statistics from input

46



Learning Algorithm

What is the goal of learning algorithm?
We need a learning algorithm which it updates the weights

(w) so that finally (at end of learning process) the input

patterns lie on both sides of the line decided by the
Perceptron.

a7
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A Brief History

e 1943: McCulloch & Pitts Neuron

e 1957: Perceptron (Single layer Neural
Network)

* 1960: Delta Learning Rule

* 1969: XOR problem (Limitations of the
perceptron)

 1970s: Multilayer Perceptron (MLP)
 1986: Backpropagation

e 1989: UAT (1 hidden layer is good
enough)

e 2006: RBM initialization

2009: GPU

2010:

(Dahl et al., 2010)

2012: (Krizhevsky
et al. 2012)

2015: “superhuman” results in Image and
Speech Recognition

2016: AlphaGo “superhuman” results in Go
playing

2022: ChatGPT "human-level” results in
diverse domains

2023: GPT-4 Turbo and Gemini with
Multimodality

49




A Brief History

E First E First i Second 1 Second E 5 Third
! Golden Age ! Dark Age ! Golden Age ! Dark Age ; ; Golden Age
, ey " e e - - .
Sicth [ : : : AlexNet
i
of Al Backpropagation SVMs s
{ise ADlgéI;\JE — 1986 1995 |
Artificial Turing 1 Problem Neoclgggrgtron ‘ RBM ot -
NeurcDm Test Perceptron 1969 UAT NN Initialization GAN
1943 1950 19]57 1989 it 2006 2014 020

A W

McCulloch-Pitts Rosenblatt  Widrow-Hoff Minsky-Papert Rumelhart, Hinton etal.  LeCun  Hinton-Ruslan Krizhevsky et al. Vaswani

X1 Inputs  Weights Netinput  Activation OR XOR . .
o function function 0 N
X o 1 ‘ . 1 ’ @ w11 ) 7} O
X3 - . oY, .
g —~ = x —af 2 N PRy, g -0
Xn g output N A S

e @ ol@ & TEUOEY
1 " —

0 1 0

R UAE

1
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History: The Rises and Falls of Al

interest

1956 1974 1980 1987 1993 2011 ?2?7?77?
year

XV University of Kurdistan
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A Brief History

1943 McCulloch and Pitts proposed the McCulloch-Pitts
neuron model

Warren S. McCulloch Walter Pitts (1923-1969)
(Nov., 16, 1898 — Sep., 24, 1969)

W. McCulloch and W. Pitts, 1943 "A Logical Calculus of the Ideas Immanent
in Nervous Activity". In :Bulletin of Mathematical Biophysics Vol 5, pp 115-13?2.
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A Brief History

1949 Hebb published his book 7he Organization of Behavior, in which the

Hebbian learning rule was proposed.

Donald Olding Hebb
(July 22, 1904 — August 20, 1985)

The
Organization

of Behavior
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History: Alan Turing's Question

Alan Turing, the famous British mathematician
and computer scientist, asked in a 1950
scientific paper: Can machines think?

This was not the first time someone had asked
this question, but Turing's important
contribution was to move the discussion from
theoretical and philosophical to practical and
empirical terms.

54



Historz: Turing test

« Described an explicit criterion called the Turing test for
assessing machine intelligence.

« The Turing test is a scientific and practical test for

Intelligent behavior.

Requwed Capabilities:
Natural Language Processing Qi A

« Knowledge Storage and ||
Representation it “““"A“p.’},iff g

« Machine Learning

« Computer Vision
1 ) Answers to Question
¢ R O b Otl CS . Question toQRespondents 'NTERROGATOP:‘C QléESYIONER

« Automated Reasoning \ !/

55
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The Birth of Artificial Intelligence (1956)

The term "Artificial Intelligence" was first coined In

1956 by John McCarthy at the Dartmouth Summer
Research Project on Artificial Intelligence.

This conference, which brought
together notable figures such as
Marvin Minsky, Nathaniel
Rochester, and Claude Shannon,

IS often considered the birthplace
of Al as a field of research.

56




A Brief Historx

1958 Rosenblatt introduced the simple single layer
networks now called Perceptrons.

Perceptron

4 0 N

(11 July 1928 — 1971) =1 {E i

1928 =191
&) )\0 SL&\ Y :

Frank Rosenblatt 8

J|ROSENBLATTY. =~
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A Brief History

It processes real-valued inputs and adjusts weights to
minimize classification errors.

d
S 7 = Z W] " xj Output
Q -
= =2 ] — . 1, z>T
@ | - = -
@ o y 0, otherwise
= 4
(T
X 5 Threshold
@ Activation
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A Brief History

1969 Minsky and Papert’s book Perceptrons demonstrated the limitation of
single layer perceptrons, and almost the whole field went into hibernation.

Expanded Edition

Perceptrons

Marvin L. Minsky
Seymour A. Papert

Marvin Minsky Seymour Papert
(born August 9, 1927) (born February 29, 1928)

59




A Brief History — XOR problem

limitation of single layer perceptrons

* They showed that the Perceptron couldn't solve the XOR problem, a
simple binary classification task, due to its linear decision boundary.

Q~ A
-
10 % (o) (1,1)~ 1 10 @ (1.1)
s~~ .~
% ?
O—»: o O—
0 1 *e 0 1
AND XOR
O o Q

A typical example of non-linealy separable function is
the XOR




History- The setback (mid 60’s — late 70’s)

Serious problems with perceptron model (Minsky’s

book 1969)

« Single layer perceptron cannot represent (learn) simple
functions such as XOR

« Multi-layer of non-linear units may have greater power
but there is no learning rule for such nets

« Scaling problem: connection weights may grow infinitely

The first two problems overcame by latter effort in
80’s, but the scaling problem persists

X7 University of Kurdistan
"Sity of W *
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First Dark Age of Neural Networks

* The revelation about the Perceptron's limitations led to a
loss of confidence in neural networks and a shift towards

symbolic Al methods, marking the "First Dark Age of Neural
Network" from the 1970s to the 1980s.

--------- \
( - i
First E : First | i Second i i i Third
GoldenAge |y _ HDJaFrk Age J ! Golden Age ! ; ; Golden Age
I St . L e e e e e I p———
Bifth ' : AlexNet
Ir
of Al R Backpropagation SVMs g
fHEg N eNe XOR 1986 1995 1
2 195€ . 4
Artificial Turing | a Problem Neocognitron 4 RBM
Neuron Test PQ’"C@F_)'E:""O“ 1969 1980 UAT CNN Initialization GAN
1943 1950 T/ ‘ ‘ 1989 “ons 2006 2014

X/ University of Kurdistan 62



A Brief History

1982 Hopfield published a series of papers on Hopfield networks.

TV /\ W
g John Joseph Hopfield
(born July 15, 1933)
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A Brief History

1982 Kohonen developed the Self-Organizing Maps that
now bear his name.

Teuvo Kohonen
(born July 11, 1934)

Winning Neuron e
@O -0
Sl d%l o 0 e
; Layer




A Brief History - Backpropagation

1986 The Back-Propagation learning algorithm for Multi-

Layer Perceptrons, was rediscovered and the whole field took

off again.

Error is sent back to

each neuron in backward
Gradient of error is .
direction

calculated with respect to
each weight

Input Layer Hidden Layer Output Layer

Error - difference

between predicted

output and actual
output
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Key Features of Backpropagation

» Gradient Descent: Used to minimize error function by
updating weights
iteratively.

* Chain Rule: Decomposes error gradient into partial
derivatives, computed through backward pass.

« Layered Computation: Operates layer-by-layer, starting
from output layer, to propagate gradients correctly.

X&¢ University of Kurdistan 66
"Sity of W .



A Brief History

1990s The sub-field of Radial Basis Function Networks was
developed.

2000s The power of Ensembles of Neural Networks and Support
Vector Machines becomes apparent.

Principle of Support Vector Machines
Gaussian with width = 0.5 ( SVM!

Input Space Feature Space
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Second Dark Age of Neural Networks

* The field of neural networks experienced a "second dark
age" due to:

- Rise of Support Vector Machines (SVMSs)

- Computational limitations

- Overfitting and generalization issues

----- [
. First 1 : Second i r Second ! : : Third
I Golden Age ! ' Golden Age | | Dark Age | | ! Golden Age
p— e G P = = =
Birth : AlexNet
ir
of Al SVMs 2(112
1956 XOR 19‘?5
Turing 1 Problem Neocognitron 1
Test 1969 1980 NN GAN
1950 [ ‘ ‘ ] 1908 2014 l
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History: the concept of deep learning

Jeffrey Hinton published a paper in 2006 that revived interest in
neural networks with “deep learning gninrael peeD .seuginhcet ”
woh yb deripsni ecnegqilletni laicifitra fo epyt a era skrowten laruen
the human brain works.

00000000009,
000

D, D000 P
Sagespsssss

286
\222888

222228288888855
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History: Introducing the concept of deep
learning

Running deep learning models requires a lot of data and

nhigh computing power, so creating such a model would
have been impossible a decade ago.

3 L B 1 ¥
oot coleilfnek okasy o)

-
i

\.‘
i
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A Brief History

2009- now deep learning

Images

Text/Speech

Patterns of Local [Brit
Contrast r

Face
Features

\ %
OO
LN

(~

CNN

)
- TI RNN
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Convolutional Neural Networks

« Convolutional Neural Networks (CNNs) have dramatically
transformed the landscape of deep learning, particularly in the
fields of computer vision and image processing.

fc_3 fc_4 fc_S
Conv_1 _ Conv_2 _ Fully- Fully-  Fully-
Convolution Max-Pooling  Convolution Max-Pooling Connected Connected Connected

(5x5) Kernel (2x2) (5x5) Kernel (2x2)

| A A
I L | 1 A 1

Foe3+

- 1 ]
""" Y - —lad

6 channels 6 channels 16 channels
(6 x 28 x 28) (6x14x 14) (16 x 10 x 10)

120 x 84
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listory: Introducing the AlexNet

2012: The AlexNet deep neural network won the ImageNet
competition, showcasing the power of deep learning.

Top-5 error
30%
25% -
20% -
15% -
10% -
5% -
0%

2010 2011 2012 2013 2014 Human 2015 2016 2017
NEC-UIUC XRCE  AlexNet ZFNet GooglLeNet ResNet GooglLeNet
VGGNet -v4
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AlexNet starts the third golden age NN

The current golden age (2010s-present) is marked by the
convergence of deep learning, big data, and powerful computing
platforms. This era has seen remarkable breakthroughs in image
recognition, natural language processing, and robotics. Ongoing
research continues to push the boundaries of Al capabilities.

Artificial
Neuron
1943

. First
| Golden Age |
I

ADALINE
1959

Perceptron
1957

XOR
Problem
1969

|

First
Dark Age

Second

] I
! Golden Age !
____________________________ '

]

Backpropagation SVMs

1986
Neocognitron
1980

|

UAT
1989

1995
'S

Second |

Dark Age i

__________________________ »
RBM
CNN Initializat
1998 2006

/\IelxNet
2012

on

Golden Age

|‘ Transformer

Third

ChatGPT

2017 2022

GPT-3
2020

|
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History: Introducing the GAN

lan Goodfellow proposed the concept
of a generative adversarial network
(GAN) in 2014. This groundbreaking
iIdea has revolutionized the field of
generative artificial intelligence,
enabling the creation of highly realistic

Images, videos, and other forms of
artificial media.

X/ University of Kurdistan
TSty of WO, .
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Generative Al

High

Sample
Space

¥

Low
Dimensional

Dimensional F—\

Real
Images

Network

Latent
Space

e

A model for generating new

+

G

Generated
Fake Images

4{
4[

A
4

samples that are likely to

resemble the original dataset.

Generator

Discriminative
Metwork

D

Fake

Discriminator
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Attention Is All You Need (2017-06)

Attention Is All You Need

In 2017, researchers from
the Google Brain team e
Introduced Transformers e B BB SoogleReseah | Soogle Researc

In a scientific partnership.

T'his model made significant
orogress in natural language

orocessing due to the use of
he Attention mechanism.

Llion Jones* Aidan N. Gomez* ' EFukasz Kaiser*®
Google Research University of Toronto Google Brain

llion@google.com aidan@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin™ #
illia.polosukhin@gmail.com

Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.0 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature.

University of Kurdistan
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Using Transformers in GPT

Prababites In 2018, Open Al released the first
version of its GPT series. This generative
Al technology uses transformers to build

large language models (called LLMs).

Forward

| Add & Norm I::

gy Multi-Head

Feed Attention

Forward Nx
S =
Add & Norm_Je—

Nx
f"l Add & Norm | Masked

Multi-Head Multi-Head
Attention Attention
At 2 A_t 2
] J \ — )
Positional D Positional
Encoding 'y Encoding
Input Output
Embedding Embedding
] f
Inputs Outputs

(shifted right)




Using Transformers in GPT

This led to significant improvements in subsequent

versions, introducing a user-friendly Al chat interface
(ChatGPT) In late 2022.

o
a\ 7
)W/ @is

ChatGPT
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Multimodal Models g2023 — Present)

GGPT-4V (2023)
Integrating multimodal
capabilities into a

powerful text-based
model

(2024) GPT-4 omni for

Image interpretation and
analysis

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

Source: https://www.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures. jpg

GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.
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Graph Neural Networks

A Graph Neural Network (GNN) is a type of neural network designed to
perform inference on graph-structured data by learning representations of
nodes, edges, or the entire graph.

Graph Regularization, Graph

convolutions e.g., dropout convolutions
)
<
+°/

Activation
function

o
p— v

Fredictions: Node labels,
New links, Generated
graphs and subgraphs
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What can a ANN do?

Cardiogram Normal

—= Pattern Classifier e

Abnormal

®
[ ] ..

+ ® 0
+++ ++ o o
+ + e [ ]

++
+ +
S

Pattern classification

clustering
y A Stock value
Y i gver—ﬁtt_ing to
noisy training % /\'/’\?
= ty t t3 tn tnh+1 t}
Function approximation Prediction/forecasting
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What can a ANN do?

Airplane partially
occluded by clouds

g

Retrieved airplane

- Associative
Memory

Optimization Retrieval by content
(TSP prOblem) Load torque
| Idle
| speed
Throttle Engine 1
angle [ ©)
Controller <~

Ergine idle speed Control84




Applications of Al

Business
» Lending Risk Assessment

» Input: Applicant's years of employment, number of dependents,
current income, and loan characteristics (such as amount, interest
rate, etc.)

» Output: "Accept” or "Reject" response to grant loan

155

—— test
—=— predictions using last value

Forecast

» Country's electricity consumption in the
next three months

» Weather conditions
» Stock dividends

3067 University of Kurdistan



Recommender Systems

BIG DATA

| —
Q™

You may like...

A 3x + §

 Friend recommendation
« Movie recommendation

 Product recommendation
« Music recommendation

RECOMMENDER RECOMMENDATIONS
SYSTEM

A Adobe Stock | #437504252
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Discovering new drugs

Using artificial intelligence to identify new drug targets and
design molecules with desired properties

ﬁut Features

e Screening millions of
molecules to identify the

T 7T 7]
Q.

most promising candidates 3
\ o — %
. L. . /ﬁ) .Fetatun;s as drug~'dnillg " \ Features as structure (E graph -
« Significantly reducing the rerectons ersmiarted " ] ; _\
. .. 4 & Drug~ 3 2 | | b
time and cost of traditional AYAN E "3 - > | -
screening / 1R - &
Target v Target é%;_, = |
¢ 3"7 ] B
Y. S i O
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Application examples

Drug Dsicovery

Directed message
passing neural network

new bond
vector

(

arge scale predictions
(upper limit 102 +)

Chemical landscape

Training set
(10* molecules)

|

Machine learning

{

Predictions &
model validation

Growth

P

[antibiotic]

lterative
model
re-training
Lead
—— | identification

J

& optimization

V

—

Conventional small
molecule screening

s

Chemical screening
(upper limit 10° - 10°)

|

Hit validation
(1 - 3% hit rate)
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Personalized treatment

Treatment based on each patient's unique genetic makeup,
lifestyle, and environment

More effective
treatments
Reduced side effects

Faster diagnosis
Better prevention

XV University of Kurdistan
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Prediction of the 3-D structure of a protein

Long-standing challenge in biology ...
Important for understanding

biological processes to create new

drugs
Publicly published in 2021 SecandaryProtei
Nobel Prize in Chemistry 2024

Tertiary Protein
Structure

Quaternary Protein
Structure
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Medical imaging

3D imaging
MRI, CT

Image guided surgery
Grimson et al., MIT

91


http://groups.csail.mit.edu/vision/medical-vision/surgery/surgical_navigation.html

Helping people with disabilities

Estimate gaze direction to move the mouse




Applications of Al (transportation)

Self-driving cars

Law enforcement

« License plate recognition for speed cameras and freeway tolls
* Improving urban CCTV cameras
& MAEY]

2681163

s
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Applications of Al (smart home)

Device Automation
Adaptive Lighting §&
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Applications of Al
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Application examples

Recommender systems
Goal: Recommend items users might like

__-’

“You mightalso like
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Generative Al: Image Restoration

Conditional Image Inpainting with L2 loss Inpainting with CGAN

Context Encoders: Feature Learning by Inpainting, D.Pathak, P. Krahenbuhl, J. Donahue, T. Darrell, A. Efros,2016
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Generative Al: Combining Styles

P

<7

Source B

Source A

e
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Generative Al: Image-to-Image Translation

Output

99



Generative Al: Image-to-Image Translation

~Monet T Photos - Zebras T Horses N Summer % Winter

horse —» zebra

...............................................................................................................................................................................................................

» LA J&& -
Cezanne

Monet

Van Gogh

https://github.com/junyanz/CycleGAN
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Generative Al: Video-to-Video Translation

https://github.com/junyanz/CycleGAN

XV University of Kurdistan 101



Generative Al: Stzle Transformation

Content image Style image Output image
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Generative Al: Text-to-Image

Alion in a hoodie Teddy bears shopping for Teddy bears working
hacking on a laptop groceries in ancient Egypt on new Al research on

the moon in the 1980s

¢7University of Kurdistan 103



Generative Al: Text-to-Video

OpenAl: Sora (2024)

Create high-quality real-time
videos from a text description

}, :
https://openai.com/sora FRITR

Prompt: Several giant wooly mammoths approach treading
through a snowy meadow, their long wooly fur lightly
blows in the wind as they walk, snow covered trees and
dramatic snow capped mountains in the distance, mid
afternoon light with wispy clouds and a sun high in the
distance creates a warm glow, the low camera view is
stunning capturing the large furry mammal with beautiful
photography, depth of field.

104
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Who Is concerned with NNs?

Computer scientists want to find out about the properties of non-
symbolic information processing with neural nets and about
learning systems in general.

Statisticians use neural nets as flexible, nonlinear regression and
classification models.

Engineers of many kinds exploit the capabilities of neural networks
In many areas, such as signal processing and automatic control.

Cognitive scientists view neural networks as a possible apparatus
to describe models of thinking and consciousness (High-level
brain function).

Neuro-physiologists use neural networks to describe and explore
medium-level brain function (e.g. memory, sensory system,
motorics).
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Who Is concerned with NNs?

» Physicists use neural networks to model
phenomena in statistical mechanics and for a lot of
other tasks.

» Biologists use Neural Networks to interpret
nucleotide sequences.

» Philosophers and some other people may also be
Interested in Neural Networks for various reasons
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» Questions




