
Department of Computer Engineering

University of Kurdistan

Neural Networks (Graduate level)

Deep Learning

By: Dr. Alireza Abdollahpouri



2

Deep Learning



3

Deep Learning



4

What is Deep Learning?
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Machine learning vs Deep Learning
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Traditional Approach

Use hand-engineered features
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Why Deep Learning?
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Why Now?
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Definition of Deep Learning

• An algorithm that learns multiple levels of abstractions in data



Deep Computer Vision
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Our visual system is 

trained on images seen in 

540 mln of years! 
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Images are Numbers



Images are Numbers
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Color image: RGB 3 channels
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Image Classification task
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High-level Feature Detection
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Manual Feature Extraction (challenges)
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Learning Feature Representations

Can we learn a hierarchy of features directly from data 

instead of hand engineering?
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Traditional Method
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Previous DNNs use fully-connected layers
Connect all the neurons between the layers

Drawbacks:

• (-) Large number of parameters

• Easy to be over-fitted
• Large memory consumption

• (-) Does not enforce any structure, e.g., No Spatial information

• In many applications, local features are important, e.g., images

Traditional Method



Convolutional

Neural Networks

(CNN)
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Hubel and Wiesel's experiments on cats' visual cortex influenced 

the intuition behind CNN models. 

• They discovered that certain neurons in the visual cortex were 

sensitive to edges and lines. 

• Different neurons responded to specific orientations of edges, 

regardless of their position in the visual field.

Hubel and Wiesel's experiment
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• Their ground-breaking research led to the discovery of 

specialized cells in the visual cortex called "simple cells" and 

"complex cells."

• Simple cells responded selectively to specific orientations of 

lines or edges. 

• Complex cells responded to more complex visual stimuli, 

such as moving lines or gratings

Hubel and Wiesel's experiment

These findings led to the development of CNNs, which 

mimic the hierarchical processing of visual 

information in the brain.
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Hierarchical visual processing in the brain
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Convolutional Neural Networks (CNN)

• Convolutional layer

• Pooling layer

• Fully-connected (FC) layer
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Convolutional layer



3072

1

32x32x3 image -> stretch to 3072 x 1 

10 x 3072 

weights

OutputInput

1

10

Traditional Method

Cat
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32

3

3x32x32 image

width

depth / 

channels

3x5x5 filter

Convolve the filter with the image

i.e. “slide over the image spatially, 

computing dot products”
height32

Convolutional layer
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3

3x32x32 image

3x5x5 filter

32
1 number :

the result of taking a dot product between the 

filter and a small 3x5x5 chunk of the image

Convolutional layer
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Convolution Layer

convolve (slide) over all 

spatial locations

1x28x28 

activation map

1

28

28

32

3

3x32x32 image

3x5x5 filter

32
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3

3x32x32 image

3x5x5 filter

32

convolve (slide) 

over all spatial 

locations

two 1x28x28 

activation map

1

28

1

28

28

Consider repeating with a 

second (red) filter:

Convolutional layer
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Convolutional layer
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Convolution Operation
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32

3

W1: 6x3x5x5

b1: 6
28

28

6

What do convolutional filters learn? 

Input: 

N x 3 x 32 x 32

First hidden layer: 

N x 6 x 28 x 28

Conv

First-layer conv filters: local image templates

(Often learns oriented edges, opposing colors)

AlexNet: 64 filters, each 3x11x11

ReLU
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Convolution filters 

Convolution of an image with different filters can perform operations 

such as edge detection, blur and sharpen by applying filters.
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Convolution filters
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When input is changed spatially (translated or shifted), the corresponding output

to recognize the object should not be changed

Translation invariance



37

Using Spatial Structure/Information



The whole CNN

Fully Connected 

Feedforward network

cat dog ……
Convolution

Pooling

Convolution

Pooling

Flattened

Can repeat 

many times
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CNN – Main components



Strides

 Stride is the number of pixels shifts over the input matrix. 

 When the stride is 1 then we move the filters to 1 pixel at a 

time. 

 When the stride is 2 then we move the filters to 2 pixels at 

a time and so on. 
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Strides
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Padding

 Sometimes filter does not fit perfectly fit the input 

image. We have two options:

 Pad the picture with zeros (zero-padding) so that it fits

 Drop the part of the image where the filter did not fit. 

This is called valid padding which keeps only valid 

part of the image.
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Add zeros around image borders to conserve the spatial extent of 

the input.

Prevents fast shrinking of the input data (image)

Padding



 If you have a stride of 1 and if you set the size of zero padding to



 where K is the filter size, then the input and output volume will always
have the same spatial dimensions.

 The formula for calculating the output size for any given conv layer is



 where O is the output height/length, W is the input height/length, K is
the filter size, P is the padding, and S is the stride.

Padding
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Padding



Non-linearity
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Non Linearity (ReLU)

 ReLU stands for Rectified Linear Unit for a non-linear

operation. The output is ƒ(x) = max(0,x).

 Why ReLU is important?

 ReLU’s purpose is to introduce non-linearity in our

ConvNet. Since, the real world data would want our

ConvNet to learn would be non-negative linear values.

 There are other non linear functions such as tanh or

sigmoid can also be used instead of ReLU.

 Most of the data scientists uses ReLU since

performance wise ReLU is better than other two.
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Non Linearity (ReLU)
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Non Linearity (ReLU)



Pooling Layers

Pooling (or subsampling)

• Make the representations smaller (will not change the object)

• (+) Reduce number of parameters and computation

50



Pooling Layer
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Understanding Hyperparameters

https://poloclub.github.io/cnn-explainer/
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Visualization of CNNs layers



Fully Connected Layer

The layer we call as FC layer, we flattened our matrix into vector

and feed it into a fully connected layer like neural network.
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Recurrent

Neural Networks

(RNN)
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Given an image of a ball, can you 

predict where it will go next? 

Recurrent Neural Networks (RNN)
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Given an image of a ball, can you 

predict where it will go next? 

Recurrent Neural Networks (RNN)
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Recurrent Neural Networks (RNN)



59

Sometimes the sequence of data matters.

• Text generation

• Stock price prediction

Sequential Data

The clouds are in the ....

sky 
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Feed-Forward Network
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Handling Individual Time steps
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Recurrent Neural Network
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Recurrent Neural Network
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RNN: Computation Graph (Many to Many)
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RNN: Computation Graph (Many to one)

NN Class is very interesting!
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RNN: Computation Graph (One to Many)
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RNNs- Image Captioning Examples
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RNN Training -Backpropagation Through Time
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Vanishing Gradient Over Time

This is more problematic in vanilla RNN (with tanh/sigmoid activation)

• When trying to handle long temporal dependency

• The gradient vanishes over time
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The Problem of Long-term Dependencies

Iran is my home country, and therefore, I can speak …
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LSTM networks are RNNs capable of learning long-term dependencies

Long Short-Term Memory (LSTM) 
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LSTM gates
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RNNs - Attention Mechanism
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RNNs - Attention Mechanism Examples



Generative Artificial 

Intelligence

75
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• Generative AI is a type of artificial intelligence that uses 

neural networks to create text, images, and other 

content.

• It is based on the idea of a generative model, which is a 

statistical model that can generate new data samples 

that are similar to the data that it was trained on.

• Generative models are trained on large amounts of 

data, and they learn to identify patterns in the data.

• Once a generative model has been trained, it can be 

used to generate new data samples..

What is Generative AI?
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• Generative Adversarial Networks (GANs): Compete to 

create realistic content. Applications: Image generation, style 

transfer, data augmentation.

• Variational Autoencoders (VAEs):Learn latent 

representations of data. Applications: Image generation, 

anomaly detection, data compression.

• Large Language Models (LLMs):Process and generate 

text. Applications: Text generation, translation, 

summarization, code generation.

• Diffusion Models: Gradually add noise to an image and 

then denoise it. Applications: Image generation, image 

editing, text-to-image generation.

Generative AI Models



78

Which face is real?

A B C
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Supervised Learning:

Given data x, predict output y

Goal: Learn a function to map x  y

Requires labeled data

Methods: Classification, Regression, Detection, Segmentation

Unsupervised Learning

Given data x

Goal: Learn the hidden or underlying structure of the data

Requires data (no labels)

Methods: Clustering/Density, Compression

Supervised vs Unsupervised Learning
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Goal: take as input training samples from some distribution 

and learn a model that represents the distribution.

Two operations:

Generative Modeling
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Generative Modeling- Debiasing
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Generative Modeling- Outlier detection
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Generative Adversarial Networks Introduction

• First introduced by Ian Goodfellow et al. in 2014

• GANs have been used to generate images, videos, poems, and some 

simple conversation

Generator

Generates candidates/images (from a probability distribution)

It’s objective is to ‘fool’ the discriminator by producing novel

synthesized instances that appear to come from the true data

Discriminator

Evaluates the generated images to see if they come from the 

true data or not

Backpropagationapplied to both networks:
•Generator to produce better images
•Discriminator to be more skilled at evaluating generated images
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• GANs are deep neural net architectures comprised of two neural networks, 

competing one against the other and playing an adversarial game against 

each other.

• Gangs are neural networks that trained in an adversarial manner to 

generate data mimicking some distribution.

Generative Adversarial Networks Introduction
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Generator & Discriminator
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Generator & Discriminator
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Generator & Discriminator
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GANs - Training Objective
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GANs - Training Objective
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Jointly train generator G and discriminator D with a minimax game

GANs - Training Objective
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Large language models, like ChatGPT, are designed to 

generate human-like text based on the patterns they learn from 

vast amounts of data.

Large language models (LLM)
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Large language models (LLM)
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Two main building blocks an 

encoder and a decoder block

• Attention modules

• Position-wise feed-forward networks

• Residual Connection and 

Normalization

• Positional encoding

Transformer Architecture
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Image Inpainting 
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Mixing styles from two source images
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Image-to-Image Translation with GANs



CycleGAN (Image-to-Image Translation)
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https://github.com/junyanz/CycleGAN
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CycleGAN (Video-to-Video Translation)

https://github.com/junyanz/CycleGAN
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Neural Style transfer
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OpenAI-DALL E-2: Text-to-Image
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https://openai.com/sora
Prompt: Several giant wooly mammoths approach treading 

through a snowy meadow, their long wooly fur lightly 

blows in the wind as they walk, snow covered trees and 

dramatic snow capped mountains in the distance, mid 

afternoon light with wispy clouds and a sun high in the 

distance creates a warm glow, the low camera view is 

stunning capturing the large furry mammal with beautiful 

photography, depth of field.

Sora (2024)

OpenAI-Sora: Text-to-Video

Create real high quality 

videos from a text description



Questions


