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TCP/IP protocol suite

Application

Applications

Presentation SMTP FTP HTTP DNS SNMP | | TELNET “
Session
Transport TCP UDP
| ICMP | IGMP |
Network 1P
RARP ‘ ARP ‘
Data link
Protocols defined by
the underlying networks
Physical
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Transport Layer

Processes Processes
. cee . Node-to-node: Data link layer ‘ cee .
Host-to-host: Network layer
,f - Process-to-process: Transport layer | \\

/ :Node—to: Node-to ! : Node-to :Node—to:
/ | -node_| -node_| Node-to-node | -node | -node_|
/ < > > > > >

| Host-to-host |
/ <€ >

/ Process-to-process

The transport layer is responsible
for process-to-process adelivery.
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Transport Layer

applicatio
» provide /ogical communication N |-t
- . netw
between application processes <o/ | data i —
running on different hosts == P netwl M\ data link | _
. data lin hysical jw=
» transport protocols run in end physical el <
systems R =
» sending side: breaks app J W
messages into segments, | = data link
passes to network layer = T network>
. : | data link R
» receiving side: reassembles ——lysical
segments into messages, data link apicatio
passes to application layer g e
> more than one transport protocol K] = physical | -0
available to applications. =~ ww *é grs'=
G’%y %fq SN
> Internet: TCP and UDP v Y
4
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Protocol layering and data

App. Layer adds its header,

sends the message to transport layer

Transport layer breaks down
the message into several parts,
add its header to each part
And makes segments.

It sends one-by-one segments
to network layer

App. Process decides to send
a message to its counterpart

Message App. Process ‘

Ha

Message applicationl

transport I

Ht

Ht

Ht || Ht

network |
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Port numbers

Daytime Daytime
client server
52000—— T 3 H
F | Transport layeJ F['ransport layer } }_‘
Data | 13 [52,000 =
<= 13 [52,000| Data
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IP addresses versus port numbers

Port number

selects the process

E

193.14.26.7 |

IP address
selects the host

IP header rga7557
Transport-layer 13
header
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IJANA ranges for port numbers

Registered
0 1023 l, 49,152 65,535
| t Il1024 49,151I t |
Well-known Dynamic
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Socket address

IP address Port number
‘ 200.23.56.8 I ‘ 69 I
200.23.56.8 69

Socket address




Multiplexing and demultiplexing

Processes Processes

Il

—SEEE E5E
RESUERS e H B B

Multiplexer / / Demultiplexer

[P

W

10



Multiplexin multi

multiplexing at sender:
handle data trom multiple

sockets, add transport header

(later used for demultiplexing)

application

application

g === |
transport

ne rk

lexin

— demultiplexing at receiver: —

use header info to deliver
received segments to correct

socket

linK

network

link physital

physical

application |:| socket
Q process
trangport
network
[{mk ' :
physical
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TCP/IP protocol suite

Application

Applications

Presentation SMTP FTP HTTP DNS SNMP | | TELNET L
Session
Transport TCP UDP «
| ICMP | IGMP |
Network 1P
RARP ‘ ARP ‘
Data link
Protocols defined by
the underlying networks
Physical

'University of Kurdistan

12



UDP

UDRP Is a connectionless, unreliable
protocol that has no flow and error

control. It uses port numbers to
multiplex data from the application
layer.
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Some Well-known ports used by UDP

Protocol

Daytime

Quote

Nameserver

Bootps

Bootpc

TFTP

RPC

NTP

SNMP

Description

Returns the date and the time

Returns a quote of the day

Domain Name Service

Server port to download bootstrap information
Client port to download bootstrap information
Trivial File Transfer Protocol

Remote Procedure Call

Network Time Protocol

Simple Network Management Protocol

&y University of Kurdistan
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User datagram format

8 bytes
=< -
H Header Data
Source port number Destination port number
16 bits 16 bits
Total length Checksum
16 bits 16 bits

The calculation of checksum and its inclusion in
the user datagram are optional.
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Popular Applications That Use UDP

» Multimedia streaming

» Retransmitting lost/corrupted packets is not gfé
worthwhile

» By the time the packet is retransmitted, it's too late
» E.g., telephone calls, video conferencing, gaming
» Simple query protocols like Domain Name System
» Overhead of connection establishment is overkill
» Easier to have the application retransmit if needed

“Address for www.cnn.com?”

“12.3.4.15”

——
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TCP/IP protocol suite

Application

Applications

Presentation SMTP FTP HTTP DNS SNMP | | TELNET “
Session
Transport » TCP UDP
| ICMP | IGMP |
Network 1P
RARP ‘ ARP ‘
Data link
Protocols defined by
the underlying networks
Physical

'University of Kurdistan
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Transmission Control Protocol (TCP)

» Connection oriented
» Explicit set-up and tear-down of TCP session
» Stream-of-bytes service
» Sends and receives a stream of bytes, not messages
» Reliable, in-order delivery
» Checksums to detect corrupted data
» Acknowledgments & retransmissions for reliable delivery
» Sequence numbers to detect losses and reorder data
» Flow control
» Prevent overflow of the receiver’'s buffer space
» Congestion control
» Adapt to network congestion for the greater good

18
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Stream delivery

Sending Receiving
process PIoC 8

I
I

W

TCP

TCP

‘Si%3%“3}%33&;6:)‘91&ﬁ‘}b‘;&w’ TCP

Gl odd Joain Sdes 4y o d g
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Sending and receiving buffers

Sending Receiving
process process

TCP TCP

Next byte Next byte
to write to read

sent not sent

Next byte
to send

Next byte
to receive

:)|.> c,élw.s‘,dlm)! 6|ﬁ}§&oxﬁ§jom; J)BJDJATCP

20
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TCP segments

Sending Receiving
process process

1. Write 100 bytes
2. Write 20 bytes

1. Read 40 bytes
2. Read 40 bytes
3. Read 40 bytes

TCP TCP

L.
-

Next byte Next byte
to accept to deliver

sent not sent Segment N Segment 1
Next byte >OO00E| «-- DDDH Next byte
to be send to receive

1S o Jll b s LIB s 1, Lol 51 L >TCP
Ll Aed \.@.J 03 9A>ws Mﬂb)jﬁ 2 S JSYL" 4.3.&
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T he bytes of data being transferred in
each connection are numbered by TCP,
The numbering starts with a ranadomly
generated numaber.
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Example of Byte numbering and sequence
numbers

Suppose a TCP connection is transferring a file of 5000
bytes. The first byte iIs numbered 10001. What are the
sequence numbers for each segment if data is sent In five
segments, each carrying 1000 bytes?

Solution
The following shows the sequence number for each segment:

Segment 1 = Sequence Number: 10,001 (range: 10,001 to 11,000)
Segment 2 = Sequence Number: 11,001 (range: 11,001 to 12,000)
Segment 3 = Sequence Number: 12,001 (range: 12,001 to 13,000)
Segment 4 = Sequence Number: 13,001 (range: 13,001 to 14,000)
Segment 5 = Sequence Number: 14,001 (range: 14,001 to 15,000)

23
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T he value In the sequence number

field of a segment defines the number
of the first data byte contained
In that segment.

24



The value of the acknowledgment field

In a segment aefines the number of the
next byte a party expects to receive.

T he acknowledgment number Is
cumulative.
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TCP connection

Applications Applications

p

: 16 || Ports:

Ports:

A pair <IP address, port number> identifies one endpoint of a
connection.

Two pairs <client IP address, server port number> and
<server IP address, server port number>identify a TCP
connection.
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data

v

1001... | 2001... ;3001 ... [4001... |5001...

—» Byte

— — A
N

T00=bas
besﬂ

TOOT
=basg

T00E

T00Z
=bas
bes;(ll

TOOY=
=bag

I TCP Header

T00S

Data is broken into 6 1000-Byte-segments.

‘ University of Kurdistan
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20 Bytes

TCP Header

A Header

Data

—

Source port address

Destination port address

16 bits 16 bits -
Sequence number /
32 bits
Acknowledgment number
32 bits \\
HLEN [Reserved UlAl P IRESTE Window size
4 bits 6 bits RIS S|l 16 bits
G|K|H|T|N|N
Checksum Urgent pointer
16 bits 16 bits
Options and Padding

b ool oS 5 el
B esls s j5 a8
5,ls

S b o F ooyl
S| C}T a\ij.b J.B.T.Lo

'University of Kurdistan

28



TCP Header

A Header

Data

b
Tk HLEN
4 bits
N

il
Source port address Destination port address
16 bits 16 bits
Sequence number
32 bits
Acknowledgment number
32 bits
Reserved ULAL P RS |E Window size
6 bits RICES Sl 16 bits
GIK|[H|T[N|[N
Checksum Urgent pointer
16 bits 16 bits
Options and Padding

'University of Kurdistan
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TCP Header

A Header Data

T
Source port address Destination port address
16 bits 16 bits
Sequence number
32 blts ;J"A _a\i-)': -] PM. .” 6}‘-"3‘
Acknowledgment number 4 v 1K Lol
32 bits Ol JAS pesilSie 3 03
HLEN |Reserved ULAL P RS |E Window size /
4 bits bits | S[S> 21! 16 bits /
G|IK|H|T[N|N
Checksum Urgent pointer
16 bits 16 bits &\; o)u‘ ‘S?. O‘jﬂ-’ & J.L:é Cﬁ.‘
‘) 6)‘#‘ ‘S‘A o:‘: &:—»&&S‘}d
Options and Padding S oo el 0943
30
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TCP Header - Urgent Data Pointer

« Last byte of urgent data (LBUD) = sequenceNumber +
urgentPointer

* First byte of urgent data never explicitly defined

« Any data in Receive buffer up to LBUD may be
considered urgent

Received byte stream, stored in Receive Buffer

Received TCP segment 2 2

urgent data \/\ non-urgent data
sequence number — — }
\/ssq. num + urg. ptr = Last Byte of Urgent Data

urgent data pointer

31
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Description of flags in the control field

Flag Description

URG | The value of the urgent pointer field is valid

ACK | The value of the acknowledgment field is valid
PSH | Push the data

RST The connection must be reset

SYN | Synchronize sequence numbers during connection

FIN Terminate the connection

xﬁwggu’;ﬁ‘ Jw‘é‘:’.ﬁé)‘)sﬁ ‘5|J;ACK‘3FIN stN ‘5\.@.23
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Connection establishment using

“three-wa y hana’shaking 7

Server
A: ACK flag
|
S: SYN flag —
G —
passive
active Seq: 8000 open
open .E\
SY
N seq: 15000
ack: 8001
- E E rwnd: 5000
1 ACK
- seq: 8000 SYN
. E rwnd: 10000
ACK
Y Y
Time Time

A SYN segment cannot carry data, but it consumes
one sequence number.

=<9 University of Kurdistan
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A SYN + ACK segment cannot carry
data, but does consume one

seqguernce number.

An ACK segment, If carrying no
data, consumes no sequence number.
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Data transfer

Client

Y
Time

AlP]
Data
bytes: 8001-900¢

Data I
bytes: 9007. 10000

- seq: 10000

A: ACK flag
P: PSH flag

E—

seq: 15001
ack:

- E Pata
bytes: 15001-17000

'wnd: 10000

'University of Kurdistan
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Connectiontermination

Server
A: ACK flag
F: FIN flag —

- ﬂ_ -
passive
w close
— A o

FIN 1 ACK

Y Y

Time Time
The FIN and (FIN+ACK) segments consume one sequence number if
they do not carry data.

36
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States for TCP

State Description
CLOSED There is no connection
LISTEN Passive open received; waiting for SYN

SYN-SENT

SYN sent; waiting for ACK

SYN-RCVD

SYN+ACK sent; waiting for ACK

ESTABLISHED

Connection established; data transfer in progress

FIN-WAIT-1

First FIN sent; waiting for ACK

FIN-WAIT-2

ACK to first FIN received; waiting for second FIN

CLOSE-WAIT

First FIN received, ACK sent; waiting for application to close

TIME-WAIT

Second FIN received, ACK sent; waiting for 2MSL time-out

LAST-ACK

Second FIN sent; waiting for ACK

CLOSING

Both sides have decided to close simultaneously

: Univ Ersit}r of Kurdistan
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@ CLOSED client application ]
A initiates a TCP connection

wait 30 seconds

-

\'sendsm Used in case ACK gets lost. ltis
r’ implementation-dependent (e.g. 30

SYN_SENT 2 )
[10] mwewar L2] seconds, 1 minute
receive FIN receive SYN & ACK
send ACK send ACK
b 4
I 8 I FIN_:UAIT_2 ESTABLISHED | 4 | TCP server Iifecycle

client application
SaRER RET initiates close connection

sendnothing  ————|  FIN_WAIT_1 end FIN CLOSED server application
ot g P creates a listen socket
receive ACK o .

send nothing

b
2

TCP client IlfechIe vsren [ 1]

| 9| vLasTAck

A
receive SYN
] d FIN send SYN & ACK
Connection formally s
h 4
closes — all resources 7T crosewar snrow | 3 |
(e.g. port numbers) are x
released ."“\\ receive ACK
R send nothing

receive FIN ™

send ACK

~—| ESTABLISHED |

'University of Kurdistan 38



TCP flow control and congestion control

\ Transmission
rate adjustment

- e §

l \ Transmission | | Intemal

Small-capacity = Large-capacity g ?
receier — S— receiver = 4
(a) (b)

Flow control Congestion control

39



Flow Control

The process of managing the rate of data
transmission between two nodes to prevent a
fast sender from overwhelming a slow receiver

)

L

Transmission Link )
/?:
L @

Buffer

University of Kurdistan
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Categories of Flow Control

Flow control

‘ Stop-and-wait I ‘ Sliding window I

Send one frame at a time Send several frames at a time

41



Stop-and-Wait Automatic Repeat reQuest

» Simplest flow and error control mechanism

» The sending device keeps a copy of the last frame
transmitted until it receives an acknowledgement

» identification of duplicate transmission (lost or
delayed ACK)

» A damaged or lost frame is treated in the same way

> Timers introduced

Positive ACK sent only for frames received safe & sound

42
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Stop-and-Wait

sender receiver
send pkt0 ktO
\\ rcv pkto
ack send ackO
rcv ackO
send pkt1 \K
rcv pktl
A}k/ send ackl
rcv ackl
send pkt0 \”O\‘
rcv pkt0
ack send ackO
(@) no loss

sender receiver
send pkt0 ktO
\\ rcv pkto
ack send ackO
rc‘é af(kcl) kt1
send pkt
p \K‘X

timeoutd

resend pkt1l ktl

f o

rcv pktl
ck send ackl

¥

rcv ackl
send pkt0 k0
rcv pkt0

ack send ackO

/

(b) packet loss

=<9 University of Kurdistan
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Stop-and-Wait

.
sender receiver send pkt0
d pk \p\, rcv pktO
send P \pkto\, rcv pkt0 /ﬁ/ send ack0
ack send ack0 rcv ack0
rcv ack0 send pktl_ \
send pkt1_ ktl rcv pktl
\\ rev pktl send ackl
oSkl —" send ack1 ackl
/055 timeout-
t/gm(k)ult_ resend pklill rcv pktl
resen t ktl Frcv ac (detect dupllcate)
P \p\, rcv pktl send pkt0 R0 send ack
K (detect duEllcate) k]_
k1 4}/ send ac rcv ackl rcv gkto 0
FC\(/:I aCII(tO 0 send pktO send ac
send p \ oV pkt0 r;lcv pktOI
ack send ack0 / ( g%ecclt gg g:ate)
(c) ACK loss (d) premature timeout/ delayed ACK

=<9 University of Kurdistan
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Performance of Stop-and-wait ARQ

:jtrans dtrans (Frame size)/Bandwidth
| Ao dniop= (Speed of signal)/ (Channel length)
i dprop /

\

Utilization = dyons /( dyans + 2 i), €r1OT free case
or

Utilization = (1-Pg)d +2d,,, ) errorcase

trans ( dtrans.

45




Stop-and-wait operation

Example: 1 Gbps link, 15 ms prop. delay, 8000 bit frame:

sender receiver

first bit transmitted, t = 0 _|
last bit transmitted, t =L / R

RTT

ACK arrives, send next

A
frame, t = RTT + L/ R [oac-------------=--m-msmmmmmoe-
0

— first bit arrives
—|ast bit arrives, send ACK

v = v very low
dyans = L %b'ts =8microseconds U = L/R = 2% _ 500027
R 10°bps sender  pTT+| /R 30.008
46
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Sliding window (Pipelined) protocols

Pipelining: sender allows multiple, “in-flight”, yet-to-be-
acknowledged frames
» range of sequence numbers must be increased
» buffering at sender and/or receiver

<+— ACK packets

(a) a stop-and-wait protocol in operation (b) a pipelined protocol in operation

» Two generic forms of pipelined protocols:
Go-Back-N , Selective repeat

47

=<9 University of Kurdistan



Sliding Window _
Protocols

—

Go Back n

A sl Iadems das 4y 0l Ol = a5

Selective Repeat
35 syl adoms ol Ol = atey Ladd

=<9 University of Kurdistan
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Go-Back-N: sender

» k-bit seq # in pkt header
> “window” of up to N, consecutive unack’ ed pkts allowed

send_base  nhextseqgnum dlready Lsable. hof
l' i ack’ed yet sent
I CECETDITTIOONOND | sepiees ) v
t _ window size —2

N

= ACK(n):ACKs all pkts up to, including seq # n - “cumulative ACK ”
* may receive duplicate ACKs (see receiver)
= timer for oldest in-flight pkt

" timeout(n): retransmit packet n and all higher seq # pkts in
window

49




GBN In action

sender window (N=4) sender

(R4 5678
(el 56 7 8
Y 5678
(el 5678

OFEEY 678
N2 345 SIS

VN2 3 4 5 SIEe
VN2 34 5 SHEs
VN2 345 SHAS
VN2 34 5 SHES

send pkt0
send pktl
send pkt2-
send pkt3

(wait)

rcv ack0, send pkt4
rcv ackl, send pkt5

ignore duplicate ACK

\

\‘X Joss,

. pkt 2 timeout _
send pkt2

send pkt3
send pkt4
send pkt5

recelver

receive pkt0, send ackO
receive pktl, send ackl

receive pkt3, discard,
(re)send ack1l

receive pkt4, discard,

(re)send ackl
receive pkt5, discard,

(re)send ackl

rcv pkt2, deliver, send ack2
rcv pkt3, deliver, send ack3
rcv pkt4, deliver, send ack4

rcv pkt5, deliver, send ack5

=
\
=
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Selective repeat

» receiver /naividually acknowledges all
correctly received pkts

» buffers pkts, as needed, for eventual in-order
delivery to upper layer

» sender only resends pkts for which ACK not
received

» sender timer for each unACKed pkt

» sender window
> N consecutive seq # S
» limits seq #s of sent, unACKed pkts

University of Kurdistan
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Selective repeat: sender, receiver
windows

send_base  hextsegnum dlready Lsable. not
, ack’'ed yet sent
(000 RTOLTIRECEET =t e
t __ window size —4
N

(a) sender view of sequence numbers

out of order

acceptable
(buffered) but R (\ithin window)
already ack’ed

ﬂﬂﬂﬂﬂﬂﬂﬂﬂl||||||||||||||]|]|] |ogecregaet [ o

t _ window size—#4

1 N

rcv_base

(b) receiver view of sequence numbers

52
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Selective repeat In action

sender window (N=4) sender receiver
01 2 3 YA send pktO
k) 56738 send pktl \ :
kt0, send ackO
012 3 I send pkt2- receive pkty,
01 2 3 MY W send pkt3 T~Xloss receive pktl, send ackl
] wait
(walt) receive pkt3, buffer,
ofMEEEE 678 rcv ack0, send pkt4 send ack3
0 1EKEE¥ 78 rcv ackl, send pkt5 receive pkt4, buffer,
send ack4
/‘record ack3 arrived receive pkt5, buffer,
DKt 2 timeout send acks
0 1EEEYF6 7 8 send pkt2
Y2 34 O SN record ack4 arrived _
o> record ack5 arrived k rev pkkE}Z’ cll(ellyer pld(tZ, K2
0 1pEFEF 7 8 pkt3, pkt4, pkt5; send ac

53
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TCP Flow control

Sender
Application
doesa2K ——»
write

Application
does a 2K —:
write

Sender is J
blocked

Sender may
send up to 2K —»

ACK = 2048 WIN = 2048

Receiver

Receiver's

buffer
4K

Empty

2K

Full

Application
reads 2K

2K

1K

2K

'University of Kurdistan
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aS bl 4 oS e g blie )b 4 TCP as ;2,0 Window Size ol o ool 7,0 jlodis
Sl eals Jlul 3> Sob aiz ojlail & o 7,5 Acknowledgement Number oL ,o ol o,le
o S48 WS e Gl Cdids 45 5 Sl pee 5 S99l SLelS Window Size alé o jao soe £,
clads Lol saweS Lo w0 S g o0 <ol o (Acknowledgement Number-) o Lo <ol U
o] jamme o b s il o T 005 108 il (g siien 00ls (gl s Wl sos g5l oI L ¢ 3L
l, k8 lade len Acknowledgement Number ols 1,0 a5 aiey <G olw,d LS pl tanny

DS S yg0 il yho e o] Window Size ol g o1

55
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Window Flow Control: Sender Side

Segment Sent Segment Received

Dest. Port Dest. Port
Sequence Number
Acknowledgment

HL/Flags Window HL/Flags
D. Checksum | Urgent Fointer D. Chec<sum | Urgent Pointer

Options... Options...

S~—_/

App write
: — SN
acknowledged sent to be sent outside window

56
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TCP: retransmission scenarios

«—— timeout ——

SendBase
= 100

v

time

loss

eq=

Sendbase
= 100
SendBase
=120

SendBase
=120

92 ‘rimeouT—»l

92 timeout —+— Seq

eq=

Yp]
i
v

time

premature timeout

7~ [,Tni"rmarfa:lﬁ\_s,:r ﬂ/f\ %ﬁ%ﬁt}f‘g i

57



TCP retransmission scenarios (more)

Seg=g
[ b_Vtes data
+ A0
g Seq:100 20 N et
g - yss datag
= X

=120

A

loss
SendBase P@/

time '
Cumulative ACK scenario

58
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TCP Congestion Control

» TCP limit sending rate as a function of perceived network
congestion

> little traffic — increase sending rate
» much traffic — reduce sending rate

» Congestion algorithm has three major “components”:

» additive-increase, multiplicative-decrease (AIMD)
» slow-start

> reaction to timeout events

59



Network Conceptual Model

Many sources and many receivers ...

Network

We don't know when sources will start/end their sessions; also their datarates are variable

60

=<9 University of Kurdistan



Simplified Network Model

The entire network is abstracted as a single router — “black box”

RcvWin €~

CongWin

@ Receiver resourc
“ Represented by

“Receive Window Size”

N’
(b)

Network resources
Represented by “Congestion Window Size”

61
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Router gueues

Queues

Queues

O —
E =
- =
==
— —

®
5 5
= T
E B
—Interfacel—Interfacel
—|Interface———
c 5
g £
=

Queues

- P IR LY L | PRIV VI AT WL AP IS BY CJ;;I
) A dal g SV b (53955 slghe AL

b gl 50 5 51 RS (s P slehee 53 b s S > 55 S
S Ll g Y ob g sl

D gt Al PPy 595 4 s Pl (BLOAS 5 O s

=<9 University of Kurdistan
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Shlkes (g9
A

pld 3l g 4l plo ;) 4l

- > >
s b L Cud b b

dedie & B s Sl ol 53 39 0 Culgin G 4 U 3 K b b 3 e SL &S LK
ply aSCul s 4 50 e i okt B R Db 1S dal g 2N sb g SV sb e 5 A el
b?.‘f‘:‘" QMJS.\.:QJM‘”JLAM:JQ“J&»J‘Qf‘ﬁ‘c#&dagjb o&ﬁfgbﬂgw

Aol SaS

Y University of Kurdistan 03



TCP In action

-
-
-~
~o
~

\

\
\
() — \

‘ R

\ -
\ - @
\ N\ A Al J
\\ h'd Y Y
\

Inbound Link Router Outbound Link

Congestion Notification...
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Slow start, exponential increase

Sender

—— Segment 2 =

— Segment 3 =

— Segment 4 =
—— Segment 5 =
— Segment ﬁj—»
——— Se t7
gment 7 HE >
Y Y
Time

Time

Receiver

=<9 University of Kurdistan

65



Slow Start

If CWND is less than or equal to SSTHRESTH : Slow start

Slow start dictates that CWND start at one segment, and be
iIncremented by one segment every time an ACK is received

A B
20
cwnd=1 SN=
A::‘\Q\
cwnd=2
15 -
. —~ N
ownd=3 /
cwnd=4 |
10 |- —————
———— .
‘ <
cwnd=5 / =
cwnd=6 |« —— <
A - e —
cwnd=8 _ >
5 [ \“4:
CWNA=9 | S
“;
| | | | | J
0 1 2 3 4 cwnd=16

CWND/rtt

AN, Universit}’ of Kurdistan



In the slow start algorithm, the size

of the congestion window increases
exponentially until it reaches a
threshold.
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Additive increase

Receiver

T —— Segment 2 F*

cwnd ﬁ
Y —— Segment 3 ey
e ------ —
cwnd —1_Segment4 ==
ﬁ — Segment 5 1—»—
Y,
——{ Segment 6 }-e=>
11T i]------ [
cwnd
Y
. Y
T
e Time

68
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In the congestion avoidance

algorithm the size of the congestion
window Increases adaitively until
congestion Is detected.
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Most iImplementations react differently to
congestion detection.

LJ If detection Is by time-out, a new slow start phase
starts.

L4 If detection is by three ACKSs, a new congestion
avoiaance phase starts.

> University of Kurdistan O



Fast Retransmit

» Time-out period often
relatively long:
» long delay before
resending lost packet
» Detect lost segments via
duplicate ACKs.

» Sender often sends many
segments back-to-back

» |If segment is lost, there will
likely be many duplicate
ACKSs.

>

If sender receives 3
ACKs for the same
data, it supposes that
segment after ACKed
data was lost:

» fast retransmit: resend
segment before timer
expires

University of Kurdistan
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Congestion Control example

cwnd

A
26 - SS: Slow Start

oql AL Additive Increase

2o L MD: Multiplicative Decrease
20
181 Threshold = 16
16
14
12
10
08
06
04
02

Time-out

| | -
5 6 7 8 9 10 11 12 13 14 15 16
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TCP Congestion Control

Losing a single packet (TCP Tahoe):
\ v threshold drops to halve CONGESTION

sent packets WINDOW
~ perround v' CONGESTION WINDOW back to 1
(congestion Wmdo‘é\é)__ Losing a single packet (TCP Reno):
75 __ Y threshold drops to halve CONGESTION
ol | WINDOW

v CONGESTIONMYINDOW back to new

threshold
>50%

65 —
60 —
55
50
45

40 —

ssthresh

35
30
25
20
15
10

5_

“ . - s -i i ! ! 1
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TCP Behavior

Calculate “average packet
loss rate” and “average
throughput”

RTT

74
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TCP Round Trip Time and Timeout

Q: how to set TCP Q: how to estimate RTT?
timeout value? > SampleRTT: measured time from

> longer than RTT segment transmission until ACK
» Dbut RTT varies receipt

> too short: premature » ignore retransmissions
timeout » SampleRTT will vary, want
> unnecessary estimated RTT “smoother”

retransmissions > average several recent

measurements, not jUSt

» too long: slow reaction
current SampleRTT

to segment loss

75
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TCP timer management

|
50

40

|
30

I
20
Round trip time (msec)

_
o
o

0.3 —

1
o

Ajiqeqoid

40

I
30

Round trip time (msec)

I
20

I
10

_ _
& T
o o

0.3

Ayjiqeqold
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TCP Round TriE Time and Timeout

EstimatedRTT = (1- o) *EstimatedRTT + oa*SampleRTT

A typical value: a =0.125

RTT: gaia.cs.umass.edu to fantasia.eurecom.fr

350 +

e 1 T ] \ 7 m

150

100

1 8 15 22 29 36 43 50 57 64 71 78 85 92 99 106
time (seconnds)

—e— SampleRTT —&— Estimated RTT
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TCP Round TriE Time and Timeout

Setting the timeout

» EstimatedRTT plus “safety margin”
» large variation in EstimatedRTT -> larger safety margin

» first estimate of how much SampleRTT deviates from
EstimatedRTT:

DevRTT = (1-B)*DevRTT +B*|SampleRTT-EstimatedRTT |

(typically, B = 0.25)

Then set timeout interval:

TimeoutInterval EstimatedRTT + 4*DevRTT

/8
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TCP Fairness

Fairness goal: if K TCP sessions share same
bottleneck link of bandwidth R, each should have
average rate of R/K

TCP connection 1

bottleneck
router

ion 2
connection capacity R

=<9 University of Kurdistan
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Example

11
> Total \

bandwidth 1

User 2: X,

fairness

Efficient: x,;+x,=1 7/ line

i /7
Failr ‘/

Congested: x;+x,=1.2

University of Kurdistan

Inefficient: x,+x,=0.7 // (0.7,0.3)
/
/
T -
/7 | Efficient: X,;+x,=1 efficiency
4 Not fair line
User 1: x, 1
80



Why Is TCP fair?

Two competing sessions:
» Additive increase gives slope of 1, as throughout increases
» multiplicative decrease decreases throughput proportionally

equal bandwidth share

loss: decrease window by factor of 2
ongestion avoidance: additive increase

loss: decrease window by factor of 2
congestion avoidance: additive increase

Connection 2 throughput

Connection 1 throughput R

81
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Delay modeling

Q: How long does it take to receive an object from a Web server after sending a request?

> Latency is the time the client when initiates a TCP connection until receiving the complete object.
Key components of Latency are:

1) TCP connection establishment, 2) data transmission delay, 3) slow start

Notation, assumptions:

one link between client and server of rate R

amount of sent data depends only on CongWin (large RcvWin)

all protocols headers and non-file segments are ignored

file send has integer number of MSSs

large initial Threshold

no retransmissions (no loss, no corruption)

MSS is S bits

object size is O bits

R bps is the transmission rate

Latency lower bound with no congestion window constraint = 2RTT (TCP Conn) + O/R
Congestion Window size:

> First assume: fixed congestion window, W segments

> Then dynamic window, modeling slow start

YV VYV YV VYV VY VY
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Fixed congestion window (1)

iritiate TCF |
cormection ..

First case: | I
RETT

WS/R > RTT + S/R: server request I
receives ACK for 1st
segment in 1st window
before 1st window’s worth ¢
data sent where W=4.

Segments arrive periodically
from server every S/R
seconds and ACKs arrive
periodically at server every
S/R seconds

fime

delay =2RTT + O/R at chient at server
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Fixed congestion window (2)

initiate TCP

Cofecton ‘\7& !

Second case:

> WS/R<RTT + S/R: o —
server waits for ACK after
sending all window’s
segments where W=2.

delay = 2RTT + O/R
K-1)[S/R + RTT - WS/R[ D
— . By

* K =#windows of data that cover the fime
object or K=O/WS at client
* Additional stalled state time between the
transmission of each of the windows. For

K-1 periods (server not stalled when
transmitting last window ) with each

e
M —
R TP

-
e
=

e s
i o TS,
T b
A, -

RTT

SR
WaIE.

ETT

lstack
returns

titne
at server

S.Zoeriod lasting RTT-(W-1)S/R
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TCP Delay Modeling: Slow Start (1)

Now suppose window grows according to slow start

Will show that the delay for one object is:

Latency = 2RTT +%+ P[RTT +%}—(2P —1)%

- Pis the number of times TCP idles at server:

P=min{Q,K -1}

- Qis the number of times the server idles if the object were of infinite
size.

- K is the number of windows that cover the object.
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TCP Delay Modeling: Slow Start (2)

initiate TCP
Delay components: connection
« 2 RTT for connection e
estab and request rﬁﬂjﬁt—’ -
. . I n
« O/R to transmit object SR
e time server idles due k=1 _*
d wind
to slow start v I R
Server idles: I— “third window
P = min{K-1,Q} times — = 4SR
Exam D l €. ] ] fourth window
*« O/S =15 segments in object - =8SR
* K =4 windows
Q=2 '
*P=min{K-1,Q} =2 | ™ complete
object transmission

delivered

time at
time at server

&srver idles P=2 times
LS University of Kurdistan client




TCP Delay Modeling (3)

% + RTT = time from when server startstosend segment

until server receives acknowledgementiiae ce

connection

- - - \
k-1 % = time to transmit the kth window equest
object 7 ' .
¢ flrstzvg;}gow
S k—1 S ' - - - R%T second window
=t RTT -2 = = idle time after thekth window s
third window
=4S/R

fourth window

P
delay = % +2RTT + ) idleTime,

=8S/R
p=1
=9 orTT +i[§+ RTT —2" =] I
R k=1 R R object \ complete
delivered transmission
:9+2RTT+P[RTT +§]_(2P _1)§ , time at
R R R time at server

client
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» Questions




